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Abstract— The formation of coalitions in a Gaussian interfer-
ence channel comprised ofM transmit-receive links where the
receivers are allowed to cooperate is studied under the framework
of coalitional game theory. Allowing any arbitrary sharing of the
total rate achieved by a coalition between its member links,it is
shown that the grand coalition (coalition of all links) maximizes
spectrum utilization and is also stable, that is, the links in this
coalition have no incentives to leave and form other coalitions.
The issue of fairness in allocating rates to members of a grand
coalition is addressed via a Nash bargaining solution where
each link utility is modeled as the rate gained by being in a
coalition relative to the rate achieved in the interferencechannel.
Further, a rate allocation solution using proportional fairness is
also presented and the results are illustrated with examples.

I. I NTRODUCTION

We consider a Gaussian interference channel [1] comprised
of a number of communication links where a link corresponds
to a single transmitter-receiver pair as shown in Fig. 1. Except
for certain special cases (see [1]), the capacity region of
this channel remains an open problem. Recently, cooperation
between transmitters and/or receivers in communication net-
works has been shown to mitigate interference between radio
links and lead to rate and diversity gains (see for e.g. [2], [3]
and the references therein).

We analyze the effect of cooperation between the receivers
of a M -link interference channel under the framework of
coalitional game theory. When a set of links cooperate to
form a coalition, we assume that the receivers of these links
jointly decode their received signals. Further, we assume that
the signals from the links that are not part of this coalitionare
treated as interference by the receivers in the coalition. The
valueof a coalition is the maximum information-theoretic rate
that can be achieved between the transmitters and the receivers
in the coalition. Depending on the share of the value that a link
receives while in a coalition, it can choose to leave or remain
in the coalition. The formation of coalitions is studied in [4]
for the Gaussian multi-access channel where the interfering
transmitters bargain for rates by threatening to transmit worst
case jamming noise. For the interference channel considered
here, we determine the coalitions formed when the receivers
of mutually interfering radios cooperate and each link within a
coalition can be assigned an arbitrary share of the total value.
Under these conditions, we show that thegrand coalition

Tx

Rx

Fig. 1. An interference channel withM transmit-receive links

maximizes spectrum utilization and is alsostable. We further
propose a Nash bargaining solution and a proportional fair
solution as two approaches to allocate rate to the members
of a grand coalition; specifically the Nash solution allocates
rates by maximizing the product of the rate gains that each
link achieves via receiver cooperation relative to that achieved
in the interference channel.

II. SYSTEM MODEL

We consider an interference channel ofM communication
links, each formed by a single transmitter-receiver pair, co-
existing in the same shared spectrum [1].Xm is the input
alphabet of the transmitter of linkm and Ym is the output
alphabet at the corresponding receiver. We denote byS =
{1, 2, ..., M} the set of all links and writeXG = {Xm : m ∈
G} for all G ⊆ S andGc as the complement ofG in S. We
consider an additive white Gaussian noise channel with flat
fading. The channel is usedn times. The received signal at
the receiver of linkm in the ith time instant is given by

Ym,i =

M
∑

k=1

hm,k,iXk,i + Zm,i (1)

whereXm,i ∈ Xm, Ym,i ∈ Ym, andhm,k is the channel gain
between the transmitter of linkk to the receiver of linkm
and is assumed known at the receiver. We also assume the
channel gains remain unchanged over then channel uses. The
noise entriesZm,i ∼ CN (0, 1), are independent, circularly



symmetric, complex Gaussian random variables with zero
mean and unit variance, for allm. The power constraint at
the mth transmitter is

∑n
i=1

E|Xm,i|2 ≤ nPm m ∈ S (2)

The capacity region of the interference channel that results
when links do not cooperate is, in general, unknown. For
the interference channel considered here, we assume that the
transmitters employ Gaussian signaling subject to a power
constraint (2). We also assume that receivers that choose to
cooperate communicate with one another via aside channel
or through a central agent such as aspectrum server[5], [6].
Further, we assume that the transmitters do not cooperate.
This models a variety of practical networks operating in the
unlicensed bands where the receivers can communicate via a
backbone network while the wireless transmitters, in general,
cannot. For the input signaling considered, a coalition of
cooperating receivers treats signals from transmitters outside
the coalition as additive white Gaussian noise. Such a coalition
can be modeled as a single-input, multiple-output multiple
access channel (SIMO-MAC), the capacity region of which
is known [7] and is achieved by the Gaussian input signaling
chosen.

We use avalue v(G) of a coalition of linksG (precise
definitions are given in Section III) to denote the maximum
sum-rate achievable by the links inG. For the channel model
considered,v(G) is then the mutual information between the
transmitters and receivers inG given as

v(G) = max
R

G
∈CG

∑

i∈G

Ri = I(XG ; YG) (3)

whereRG = (Rm)m∈G is the vector of rates for links inG and
CG is the capacity region of the SIMO-MAC formed by the
users inG. The valuev(G) of a coalitionG can be apportioned
between its members in any arbitrary manner. Depending on
its allocated share ofv(G), a receiver may decide to break
away from the coalitionG and join another coalition where it
achieves a greater rate. We model the problem of determining
the stable coalitions and the resulting rate allocations for the
interference channel as a coalitional game and refer to this
game as theinterference channel coalitional game. In the
following section, we use results from coalitional game theory
to prove the existence of stable rate-maximizing coalitions for
the network considered.

III. C OALITIONAL GAMES IN RECEIVER COOPERATION

NETWORKS

We first briefly review coalitional game theory [8] and
present definitions in the context of our problem. We con-
sider a coalitional game in which every coalition of links is
ascribed a single number, interpreted as the payoff available
to the coalition. The share of payoff received by the links
in a coalition is called apayoff vector. When there are no
restrictions on how this payoff may be apportioned among the

members of the coalition, the game is said to havetransferable
payoff.

Definition 1: A coalitional game with transferable payoff
〈S, v〉 consists of

• a finite set of linksS,
• a functionv that associate with every non-empty subset

G (a coalition) ofS, a real numberv(G) (the value ofG).
Receiver cooperation through joint decoding results in coali-

tions where the value of each coalition is not influenced by
the actions of players outside that coalition. This is because
the maximum sum-ratev(G) achievable by such a coalition
G depends on the players inGc only through the interference
offered by them, which in turn is independent of coalitions
formed withinGc. In general, however,v(G) may depend upon
the actions of links outside the coalitionG. For example, if
transmitters were allowed to cooperate in our model it would
lead to such a situation.

Definition 2: A coalitional game with transferable payoff
is said to be superadditive if for any two disjoint coalitions
G1,G2 ⊆ S, v(G1 ∪ G2) ≥ v(G1) + v(G2).

Theorem 3:The grand coalition maximizes spectrum uti-
lization in the interference channel coalitional game.

Proof: From definition 2, for a superadditive game,
the sum-rate of all links is maximized by the coalition
formed by all links, namely the grand coalition. For the
interference channel coalitional game, maximizing the sum-
rate is equivalent to maximizing the utilization of the shared
spectrum. Therefore, we only need to show that the value
of a coalition v(G) for the interference channel coalitional
game, defined in (3), is a superadditive function.

Consider two coalitionsG1 andG2 such thatG1 ∩ G2 = φ.
In order to prove thatv(G) is superadditive, we need to show
that

I(XG1∪G2
; YG1∪G2

) ≥ I(XG1
; YG1

) + I(XG2
; YG2

) (4)

We expandI(XG1∪G2
; YG1∪G2

) as

I(XG1∪G2
; YG1∪G2

) =





I(XG1
; YG1

) + I(XG1
; YG2

|YG1
)

+I(XG2
; YG2

|XG1
)+

I(XG2
; YG1

|YG2
, XG1

)





(5)
Comparing (5) with (4), since mutual information is non-
negative, to prove (4), we only need to show that the third term
in the expansion above is greater thanI(XG2

; YG2
). Expanding

I(XG2
; YG2

|XG1
), we have

I(XG2
; YG2

|XG1
) = H(XG2

) − H(XG2
|YG2

, XG1
) (6)

≥ H(XG2
) − H(XG2

|YG2
) (7)

= I(XG2
; YG2

) (8)

where we have exploited the independence of the transmitter
signals in (6) and that conditioning reduces entropy to obtain
the inequality in (7). Thus, the interference channel coalitional
game is a superadditive game.



We remark that, without superadditivity, finding the optimal
coalition structure (partition of links into coalitions) is an
NP-complete problem [9]. This is because the number of
possible coalition structures, given by the Bell number, grows
exponentially fast withM .

Definition 4: For any coalitionG, a vector(xm)m∈G of real
numbers is aG-feasible payoff vector ifx(G) =

∑

m∈G xm =
v(G). TheS-feasible payoff vector is referred to as afeasible
payoff profile.

Of all possible coalitions that can form, the coalitions
that are stable, that is, those whose member links have no
incentives to leave, are of most interest. The set of such stable
coalitions comprises acore, defined formally below.

Definition 5: The core,C(v), of a coalitional game with
transferable payoff,〈S, v〉, is the set of feasible payoff profiles
(xm)m∈S for which there is no coalitionG ⊂ S and a
correspondingG-feasible payoff vector(ym)m∈G such that
ym > xm for all m ∈ G.

From definition 5, it follows that the set of feasible payoff
profiles in the core satisfyv(G) ≤ x(G) for every coalition
G ⊆ S. We claim that this condition is equivalent to definition
5. This is because in a game with transferable payoff if there
exists a coalitionG with v(G) > x(G) then we can always find
aG-feasible payoff vector(ym)m∈G such thatym > xm, for all
m ∈ G. Such an assignment can result, for instance, when the
G-feasible payoff vector(ym)m∈G is constructed by assigning
to each link m ∈ G, the payoff xm and then uniformly
apportioning the surplus payoffv(G)− x(G) between links in
G. We use this equivalent definition of the core in the following
theorem.

In general, the core of a coalitional game can be empty. We
now prove that the core of the interference channel coalitional
game is non-empty.

Theorem 6:The interference channel coalitional game with
receiver cooperation and transferable utility has a non-empty
core.

Proof: Since the interference channel coalitional game
is superadditive, we need only consider the definition of the
core in the context of the grand coalition. Consider a feasible
payoff profileRS = (Rm)m∈S that lies in the capacity region
of the SIMO-MAC CS . CS is the capacity region that results
when all links cooperate to form a grand coalition resultingin
M independent transmitters andM cooperating receivers and
is characterized by the inequalities

∑

m∈A

Rm ≤ I(XA; YS |XAc) ∀A ⊆ S (9)

We claim that every feasible payoff profileRS that lies in the
capacity regionCS lies in the core. By the equivalent definition
of the core, in order to prove that the chosenRS lies in the
core, we need to show that

∑

m∈G

Rm ≥ v(G) ∀ G ⊆ S (10)

This can be shown as follows. Since(Rm)m∈S is a feasible
payoff profile, i.e.,

∑

m∈SRm = v(S), we have

∑

m∈S

Rm =
∑

m∈G

Rm +
∑

m∈Gc

Rm = I(XS ; YS) (11)

We rewrite this as
∑

m∈G

Rm = I(XS ; YS) −
∑

m∈Gc

Rm (12)

≥ I(XG , XGc ; YS) − I(XGc ; YS |XG) (13)

= I(XG ; YG , YGc) (14)

= I(XG ; YG) + I(XG ; YGc |YG) (15)

≥ I(XG ; YG) (16)

where the inequality in (13) follows from (9); (14) results from
applying the chain rule for mutual information in (13), and
finally (16) follows from non-negativity of mutual information.
Thus, we have

∑

m∈G

Rm ≥ I(XG ; YG) = v(G) (17)

The above inequality implies that every point on thedominant
face(sum-rate maximizing face of the capacity polytopeCS) of
the SIMO-MAC capacity regionCS corresponds to a feasible
rate payoff profile that lies in the core. Thus, the core for the
interference channel coalitional game is not only non-empty
but is, in general, also non-unique.

IV. FAIR ALLOCATIONS

Since the interference channel coalitional game has a non-
empty, non-unique core, a natural question that arises is how
the valuev(S) should be apportioned between the links in
a fair manner. This constitutes, in the context of coalitional
games [8], a bargaining problem between all the links. For-
mally, a bargaining problem is a couple(Q, d) defined as

• a set of linksS = {1, 2, ..., M},
• the setQ of payoff vectors(qm)m∈S that the players can

achieve through cooperation (theagreement set)
• the disagreement payoffvector d = (dm)m∈S ∈ Q that

contains the rate achieved by each of theM links when
it is not a part of any coalition.

A bargaining solution is a function that assigns to every
bargaining problem〈Q, d〉 a unique element ofQ.

Nash Bargaining Solution Maximizing Rate Gains over
Interference Channel: A solution to the bargaining problem
was proposed by Nash [10] and is referred to as theNash
bargaining solution. This solution has the property that it
simplifies the sequential bargaining game between links to a
problem of maximizing the product of their von Neumann-
Morgenstern utilities [8]. We propose a Nash bargaining solu-
tion (NBS) to our bargaining problem by modeling the utility
of each link as the rate gain achieved by receiver cooperation
relative to the rate achieved in the non-cooperative interference
channel. The resulting solution is

RNBS
S = arg max

{R
S
:Rm>RIC

m
}

M
∏

m=1

(

Rm − RIC
m

)

(18)



where now, the agreement setQ is simply the SIMO-MAC
capacity regionCS and RIC

m is the disagreement payoff of
link m. For the interference channel model and transmitter
signaling considered, we have

RIC
m = I(Xm; Ym) = log2











1 +
Pm|hm,m|2

1 +
∑

k 6=m

Pk|hk,m|2











(19)

The Nash solution maximizes the product of the rate gains
achieved by each link through cooperation. The product is
maximized over the subset of the agreement set consisting of
points which are strictly better than the the disagreement pay-
offs for each player, that is,Rm > RIC

m for all m. We remark
that the Nash bargaining solution [8] satisfies the properties
of Pareto optimality(maximizes sum-rate) and symmetry (the
solution to the bargaining problem is independent of the way
the players are labeled).

Theorem 7:The Nash bargaining solution lies in the core
of the interference channel coalitional game.

Proof: This is a simple consequence of the fact that
the core contains all feasible payoff profiles belonging to the
SIMO-MAC capacity regionCS (from Theorem 7) and by
definition 4 these feasible payoff profiles are Pareto-optimal.
Since the Nash bargaining solution is always Pareto-optimal,
it is a feasible payoff profile that lies in the core.

Proportional Fair Allocation: The proportional fair allo-
cation [11] is a frequently used fairness criterion for the
allocation of shared resources in communication networks.
Formally, an allocation of ratesRPF

S is proportionally fair
(PF) if and only if for any other feasible allocationRS , we
have

M
∑

m=1

Rm − RPF
m

RPF
m

≤ 0 (20)

It has been shown [11] that (20) above is equivalent to
the conditionRPF

S = arg max
∑M

m=1
log Rm which for the

interference channel coalitional game simplifies as

RPF
S = arg

{

max
{R

S
∈CS}

M
∏

m=1

Rm

}

(21)

Theorem 8:The proportional fair solution to the bargaining
problem lies in the core of the interference channel coalitional
game.

The proof follows directly from the fact that the proportional
fair solution is a special case of the Nash bargaining solution
where the disagreement payoff to each player is identically
zero.

Thus, the Nash bargaining and proportional fair solutions
in (18) and (21) respectively can be computed by limiting
the search space to just the dominant face of the capacity
region CS . Further, limiting the search space in (21) to the
constant sum-rate face implies that, for the proportional fair-
ness strategy, the payoff vector with equal rates is the product
maximizing solution provided the equal rate point lies on the
dominant face ofCS .
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Fig. 2. Geometric plot of the three topologies

V. I LLUSTRATION OF RESULTS

We illustrate our results using an example of a three-link
interference channel with links labeled1, 2, and3. We consider
three network topologies as shown in Fig. 2. The channel gains
for the links in each network are modeled as

hm,k,i =
Am,k,i

d
α/2

m,k

(22)

where α is the path loss exponent. For the purpose of this
illustration we consider a non-fading channel withAm,k,i = 1
andα = 3. Further, the transmit-receive distancedm,m for the
mth link, m = 1, 2, 3, is fixed at ten units while the distances
dm,k, m 6= k, are varied over the three topologies. The rate
allocations are expressed in bits/channel use and all logarithms
are computed to the base2.

In the following, for each of the three topologies, we present
the rate allocations resulting from the Nash bargaining and
proportional fair solutions. Note that both solutions are for a
coalitional game with transferable payoff and thus the stable
coalition in both cases is the grand coalition of all links,
namely,S = {1, 2, 3}. For the purpose of comparison, we also
present a non-transferable payoff strategy where we apportion
the value of a coalition equally between its member links; we
refer to this strategy as theequal rate(ER) allocation strategy.
Note that this strategy, in general, need not result in a grand
coalition. In this case, the stable coalition is determinedby
ordering the coalitions prefered by each link based on the
rate achieved and resolving the individual link preferences.
For M = 3, the total number of coalitions, given by the
corresponding Bell number, is5.

Topology 1
Table I shows the payoff vectors (rate allocations) for the
strategies of Nash bargaining and proportional fairness. These
two strategies assume transferable payoff, and hence, the grand
coalition is the stable coalition for both strategies. Observe that
the solution for the proportional fair strategy is not the equal
rate point since this point does not lie onCS . In the same
table, we also enumerate the payoffs achieved by the links for
the different coalition structures under the equal rate strategy
where the payoffs for a coalitionG result from distributing the



Coalition Structure R1 R2 R3 Sum-rate
Transferrable Payoff Allocation Strategies (NBS and PF)
{1, 2, 3}NBS 1.4391 1.4346 1.0671 3.9408

{1, 2, 3}PF 1.4372 1.4365 1.0671 3.9408

Non-Transferrable Payoff Strategy (ER)
{1, 2, 3} 1.3136 1.3136 1.3136 3.9408

{1, 2}, {3} 1.4174 1.4174 0.9355 3.7703

{2, 3}, {1} 0.4170 0.2055 0.2055 0.8280

{3, 1}, {2} 0.2115 0.4129 0.2115 0.8359

{1}, {2}, {3} 0.4170 0.4129 0.9355 1.7654

Stable ER Coalition:{1, 2}, {3}

TABLE I

RATE ALLOCATION FOR THE THREE STRATEGIES FORTOPOLOGY1

Coalition Structure R1 R2 R3 Sum-rate
Transferrable Payoff Allocation Strategies (NBS and PF)
{1, 2, 3}NBS 0.9988 0.9988 0.9988 2.9964

{1, 2, 3}PF 0.9988 0.9988 0.9988 2.9964

Non-Transferrable Payoff Strategy (ER)
{1, 2, 3} 0.9988 0.9988 0.9988 2.9964

{1, 2}, {3} 0.9671 0.9671 0.9673 2.9015

{2, 3}, {1} 0.9673 0.9671 0.9671 2.9015

{3, 1}, {2} 0.9671 0.9673 0.9671 2.9015

{1}, {2}, {3} 0.9673 0.9673 0.9673 2.9019

Stable ER Coalition:{1, 2, 3}

TABLE II

RATE ALLOCATION FOR THE THREE STRATEGIES FORTOPOLOGY2

valuev(G) equally between the links inG . With knowledge of
the payoffs for the different coalitions, each link choosesthat
coalition where it achieves the largest rate. We see from Table I
that links1 and2 prefer the coalition structure{1,2},{3} while
3 prefers the grand coalition. Since there is no rate incentive
for 1 and 2 to break away from their coalition and form the
grand coalition with3, the resulting stable coalition (core) is
{1,2},{3}. Thus despite the grand coalition maximizing the
sum-rate, it is not the stable coalition; this result is a also a
consequence of the fact that the equal rate vector does not
lie on the dominant sum-rate maximizing face of the three-
link capacity regionCS . This topology demonstrates clearly
how optimal spectrum utilization need not be achieved in the
absence of transferable payoff in an interference channel.

Topologies 2 & 3
For topology 2 with a symmetric placement of links, as shown
in II and as expected, the NBS, PF, and ER strategies allocate
identical rates to all the links. In topology 3, links1 and
2 are brought closer together compared to their positions in
topology 2, while link3 is in the same position. As shown in
Table III, all three strategies result in the grand coalition and
achieve the same sum-rate. Further, the ER and PF strategies
are identical as a direct consequence of the fact that the equal
rate point lies on the dominant face ofCS . The NBS, on the
other hand, allocates a greater rate to link3 relative to the
equal rate allocated to1 and2. This skew in rates is because
the receivers of links1 and2 now experience greater mutual
interference as compared to topology 2.

VI. CONCLUDING REMARKS

We analyzed the formation of stable rate-maximizing coali-
tions between cooperating receivers in a Gaussian interference

Coalition Structure R1 R2 R3 Sum-rate
Transferrable Payoff Allocation Strategies (NBS and PF)
{1, 2, 3}NBS 0.9868 0.9868 1.0246 2.9982

{1, 2, 3}PF 0.9994 0.9994 0.9994 2.9982

Non-Transferrable Payoff Strategy (ER)
{1, 2, 3} 0.9994 0.9994 0.9994 2.9982

{1, 2}, {3} 0.9774 0.9774 0.9758 2.9306

{2, 3}, {1} 0.9230 0.9209 0.9209 2.7648

{3, 1}, {2} 0.9210 0.9231 0.9210 2.7651

{1}, {2}, {3} 0.9230 0.9231 0.9758 2.8219

Stable ER Coalition:{1, 2, 3}

TABLE III

RATE ALLOCATION FOR THE THREE STRATEGIES FORTOPOLOGY3

channel using coalitional game theory. We showed that for
such networks, under the assumption of transferable utility,
the grand coalition maximizes spectrum utilization and the
resulting coalitional game has a non-empty core. The Nash
bargaining and proportional fair solutions proposed allowfair
allocation of rates to the members of a coalition. The NBS
particularly captures the advantage of receiver cooperation
via the choice of the link utility modeled as the rate gained
by being in a coalition relative that achieved in the interfer-
ence channel. Receiver cooperation as studied here applies
to practical networks with receivers connected either via a
spectrum server or a backbone network; it is certainly of future
interest to understand the coalitions formed and the rate gains
achievable when the transmitters in the interference channel
cooperate.
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