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Abstract-For wireless sensor networks with many location-
unaware nodes, we investigate a protocol, dubbed BeSpoken, that 0°
steers data transmissions along a straight path called a spoke. 0°
The protocol directs data transmissions by randomly selecting
relays to retransmit data packets from crescent shaped areas
along the spoke axis. The resulting random walk of the spoke hop
sequence may be modeled as a two dimensional Markov process.
We propose design rules for protocol parameters that minimize 150

energy consumption while ensuring that spokes propagate far
enough and have a limited wobble with respect to the spoke axis loo

I. INTRODUCTION

In wireless sensor networks, nodes that make observations,
known as data sources, are frequently unaware of which
data sinks have interest in their observations. In random
sensor networks, composed of position unaware nodes, a data
source is unable to send complete information to the sinks,
in terms of both the nature of an event and its location. This
problem is typical of sensor networks, due to their assumed
simplicity and scarce energy resources In particular GPS the
most widely used positioning system, is a significant power
consumer, and infeasible in environments with dense foliage
or other clear-sky impediments. A wireless dissemination pro-
tocol uses a sequence of wireless transmissions that propagate
the information from the source to the sinks. Motivated by
the radial symmetry of isotropic wireless transmission, we
propose a dissemination protocol, dubbed BeSpoken, that
conveys information about an event to the sinks in an energy
efficient manner, and. whose spatial properties can simplify the
source-location estimation. This protocol generates relatively
straight-line trajectories called spokes, without requiring the
nodes to have navigational information such as a G:PS. We
assume that the physical layer modulation and coding are
designed to compensate for short-scale fading effects and, thus,
our transmit power requirements depend only on distance
dependent propagation path loss. Even though in a sensor
network environment data rates are low relative to the available
bandwidth and interference is not a primary issue, still, our
protocol mitigates the interference as it always selects only
one node to retransmit. We envision simple sources while sinks
are likely to be more capable in terms of direction-of-arrival
(DoA) estimation, and in being location-aware and application-
cognizant. As illustrated in Figure 1, a source disseminates
data advertisements along the source spokes, and a sink sends
a query along its spokes that may intersect the source spokes.
Each intersection represents a successful search. The first sink
spoke to reach one of the source spokes is called productive.
Successful search is to be followed by the reinforcement of
a route along the intersecting spokes and, subsequent data
dissemination. A GPS and, DoA-enabled sink can determine
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Fig. 1. The mea ning of the naine BeSpoken is twofold: the radial lines extenlding from
the source fo nm a patten that resembles spokes of a wheel and, ftlrtle nmore, spoke relays
bespeak the source message. In this simulatiol0 snapshot, source spokes are shown as a
sequence of relay traensission rcnge,s, to ilIlstrate the fact that each spoke is an esemrble
of possible data routes (see the isolated spoke). The sequence of wireless traiisiission
relay4 fon-ning a prodnctive sink spoke is denoted by tiny circles(see the boxed spoke).
Unlproductive sink spokes are represented by dots. The search success is imarked by a .

the positions of the nodes along the productive sink spoke,
anid let them kiiow of their positions. The other part of the
enforced route can be learned based on the known position
of the intersection nodes, provided that the direction of the
source spoke is Inown. This can be achieved in a variety of
ways, such as joint DoA estimation performed, by the nodes
surrounding the intersection, or by a mobile DoA-enabled sink
which can move to the intersection and determine source spoke
direction by polling the spoke nodes.

We consider BeSpoken as both a dissemination protocol,
and a tool to build an infrastructure of relatively straight
paths (spokes) whose direction and length can be learned
with moderate effort Both source and sink spokes utilized
to convey the information of an event from the source to the
sink may remain active for a relatively long time period The
spokes tessellate the sensor network space, providing a way
to iap subsequent events to areas between the known paths,
and to aid efficient navigation toward, the associated sources.
It is not hard, to envision how this framework may bootstrap a
number ofmechanisms for energy-efficient dissemination, load
balancing and rapid data propagation in desired directions.
Using the analogy of a network of roads and intersections that
allows for navigation to randomly distributed places of interest,
we observe that, as the number of events and interested sinks
grows, the number of intersecting roads increases, providing
alternative ways to direct the traffic and to use the resources in
a more balanced way. Of course, protocols (outside the scope
of this paper) are needed to manage the roads and redirect the
traffic. This paper focuses on the mathematical model of the
BeSpoken and, its analysis for the purpose of spoke design.
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II. RELATED RESEARCH

Flooding is the simplest dissemination strategy nevertheless
it typically yields excessive communication [1] and can lead
to a "broadcast storm" of redundant transmissions [8], unless a
mitigating technique is employed [13]. The idea of data source
localization enabled by the dissemination protocol properties is
absent from flooding-based dissemination techniques. Several
papers consider spatial properties of the dissemination route.
Different forms of spatially constrained random walk are
discussed in [2], [4], [ 11], while the idea of a trajectory-
based, dissemination is presented in [6], [9]. None of these
dissemination approaches enable unknown source localization.

Finally, an important body of work, including [3], [5],
[7], [12], studies forward-progress routing, however, only for
location-aware wireless networks.

Ill. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a dense wireless network with a uniform spatial
distribution of nodes. The BeSpoken protocol organizes a
sequence of fixed-power relay transmissions that propagate the
source message hop-by-hop, without positional or directional
information The hop relays form a spoke which may deviate
from the radial spoke axis. Each spoke hop is organized using
a sequence of two control message transmissions followed by
the hop data transmission. We define the transmission range
as the maximum distance from the source at which nodes
can reliably receive a packet. Assuming radially symmetric
attenuation (isotropic propagation), the area in which the
transmitted packet is reliably received, is a disk of a given
radius. We use the same transmission power for both data and
control packets, but different coding rate and/or modulation
format, so that the communication rate for control messages
is lower and translates to a longer range.

In this work, we examine networks in which the sinks are
distributed uniformly along the perimeter of the network area,
forming the sink population. We define the event popularity
as the fraction of the sink population interested in the event
relative to the total number of nodes in the network. Figure I
illustrates a network where the event popularity is close to
10-4. Since the exact positions of interested, sinks are not
known, we conjecture that the likelihood of successful data
search would increase if both the source and the sinks spawn
several equally spaced radial spokes. We suggest optimizing
the number of radial spokes depending on the popularity
of the event, so that the energy consumed in the search is
minimized. This optimization and the energy accounting are
outside the scope of this document. Note that different sinks
forrm their spokes at different times, so that the intersection
with a previously created, productive sink spoke represents a
successful search (see two leftmost sinks on Figure 1). By
reinforcing the intersecting spokes for data transmission, sink
gets access to a collection of nodes that learn of the advertised
event by virtue of being within the transmission range of a
spoke relay, as illustrated in Figure 1. A sink can form a data
dissemination path by selecting a sequence of nodes belonging
to this collection, while respectinrg an inherent order defined
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Fig. 2. BeSpoken Protocol: At each protocol stage, the current trailsmission range
is deiioted with the full circle while the previous range is denoted with a dashed circle.

by the spoke. Hence, every spoke is an ensemble of routes that
are all available to the sink for optimizing network utilization
and meeting application-driven requirements.

A. BeSpoken Protocol

The BeSpoken protocol implements a recursive process
illustrated in Figure 2 in the following way:
(a) The leading relay (node 1) sends an RTS (request to send)

control packet with range R = rq where q = 2 -e, for
small E.

(b) The pivot (node 0) sends a BTS (block to send) control
packet with range R.

(c) The leading relay transmits the data packet with range r
and becomes the new pivot. The region in which nodes
receive this data packet but do not receive the preceding
BTS packet forms the 1-st hop crescent C2.

(d) A random node from the crescent C2 becomes the new
leading relay by transmitting a new RTS. The process
returns to (a) with node 1 as the pivot and node 2 as the
leading relay.

This recursive process is initialized by assigning the role of
the pivot to the source node which transmits the data packet
with a range r The first node which receives the data packet
and gets access to the medium becomes the first leading relay.
The underlying ALOHA type Carrier Sense Multiple Access
MAC protocol would resolve any collisions, which would,
with some delay incurred, eventually result in one random
node transmitting the RTS packet. The vector from node 0
to node I defines the spoke axis. The crescent subtending
angle determines how much the spoke may deviate from the
spoke axis direction. The parameter q= R1r determines the
maximum crescent subtending angle We would like to choose
parameters r and q so that the spoke extends to distance d with
probability p, and that the expected number of hops before
the spoke deviates too much from the spoke axis direction
is sufficient to reach the distance d. Note that the energy
per hop grows as r&, where cm 2 is the propagation loss
coefficient, so that the total energy per spoke grows as dr&-
Thus, minimizing the transmission range r corresponds to a
minimum energy objective.

B. Markov Process Model and Problem Formulation

To describe the effects of the data and control ranges r
and R, we evaluate the spoke behavior with respect to the
constraints:

* Outage: the probability that a spoke dies before reaching
a distance d is small,
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Fig. 3. (a) At hop k + 1, iiode k + I is distance L+1 froom node k and the
curreit spoke direction is 1k= (0k + sk+I (b) Give LL, = I and Lk+I = p
the angular hop displacement 4k,+l is constrained to the iiteral-r <3 +1 < 3
wvhere the maximum angular displacement at hop k + I is 3 = (1, p). The siaded
area denotes the interior crescent of area SIC(I, p)

Wobbliness: the deviation of the instantaneous spoke
direction with respect to the spoke axis is within defined
limits.

Figure 3(a) depicts hops k and k + 1. At the completion of
hop k the length Lk denotes the current hop length and the
angle Ok denotes the current spoke direction. At hop k + 1,
the angular hop displa enent k changes the current spoke
direction in that

k+1

8k _1 = Ok 4bk__1- DiQ1
i=

The spoke direction process {O.k} depends on the hop length
process Lk, which we characterize next.
From Figure 3(b) we observe that given Lk = I and Lk+=

p the control circle of radius R centered at node k -1 and
the circle of radius p centered at node k specify a radius p
arc for the possible positions of node k + 1. The endpoints of
this radius p arc constrain the angular hop displacement ('k+l
to the interval 30 < kI 3 where the maximum angular
displacement is = (1 p) Applying the law of cosines to
the complementary angle - 3(1, p) yields

R2 p2 -2
cos,3(l, p) =

21p (2)

A spoke stops at stage k when the crescent Ck is empty
and thus spoke generation is a transient process The outage
constraint depends only on the crescent sizes S,(Lk) but not
on the hop direction process Ok On the other handd the

-spoke wobbliness depends on the Ok but is meaningful only
as long as each current crescent Ck is non empty. Thus we
separate the analysis of the outage and wobbliness constraints
by formally defining fLk as a fictitious process that never
encounters an empty crescent.
Under the fictitious process model, the position of node k+1

will be uniformly distributed over the crescent Ck,i. From
Figure 3 we see that, given the current hop length Lk = Ik,
the arc of radius p has length 2p(lk, p). The conditional
probability that we find node k + I in the annular segment
of width dp along the arc of radius p is 2p3(1k, p)dpISc(Ik).
It follows that the conditional pdf of the next hop length Lk+1
given Lk lk iS

fL+ ILk (Plik)
2p@(lk, P)

Sc(lik)
R-k p < r, (5)

and zero otherwise. We note that (5) provides a complete
characterization of the fictitious process {Lk }
We observe that all positions along the radius p arc in

Figure 3 are equiprobable locations for node k = 1. Thus
given the sequence {Lk}, the angular hop displacements {4kI}
form a sequence of conditionally independent uniforrm random
variables with the conditional pdf

Tbk+l I,Lk+l (O5lkili+l) 12/3(k, 6k+l)'
(6)

for tj < f(li.k, Ik+1), and, zero otherwise. We note that
equations (1), (5), and (6) describe a Markov process model
for the evolution of a spoke In particular the current angle
sequence {Ok. } is a random walk process modulated by the
Markov process {Lk }. To describe wobbliness, we define

We also observe that the region between the radius R control
circle and the radius p arc defines an interior crescent shown
as the shaded area in Figure 3(b). From geometric arguments,
it can be verified, that the area of this interior crescent is

SIc(/, P) = 2p23(1, p) -2R2o(l, p) + Rl sin av(l, p) (3)
where c(l, p) is found from the law of cosines to satisfy
cos t(l, p) = (R2 _ p2 + 12) /(21R).
Li+1 can vary from a minimum value of R -Lk to a

maximum value of r. The induced interior crescent Ck+i in
Figure 3(a) has an area S(Lik) = SIC(.k,r) We note that
Cki+, termed the current crescent, is the set of all possible
positions of the node k + 1.

For design purposes we assume that the spatial distribution
of network nodes is a planar Poisson point process of intensity
A = 1. Thus, a current crescent yields a candidate set for
node k + I with cardinality Zi that is, conditionally, a Poisson
random variable with conditional expected value

E[ZkiLk = Ik] = Sc(ik)-

T,, =mm{:, n, o} (7)
to be the first time that the spoke goes off-course.

With respect to outage a spoke stops at hop k when the
crescent Ck is empty, i.e., Zk = 0. Since the nodes obey a
planar Poisson process, it follows from (4) that the conditional
probability the crescent Ck is empty is

Pr{Zk = 0lLk = Ik} = c Sc(l) (8)

We define
D =rmin{n: Zn =°} (9)

as the first time the process encounters an empty crescent.
An ideally straight spoke would require 7} = [dlr] hops

to reach the distance d. For analytical tractability, instead of
requiring the spoke to travel distance d with high probability,
we require it to travel q hops with high probability. The design
goal is simply to minimize r subject to the constraints

Pr{D <ijl < p
E [TsA,] > 71

(10)
(1 1)(4)
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-the outage constraint (10) dictates that the crescent area
Sf(Lk) be sufficiently large while the wobbliness constraint
(11) requires that the subtending angles 6(Lk, r) of each
crescent be sufficently small These requirements can be met
by a careful choice of the data range r, and the ratio q R r.

However, the analysis of (10)
is challenging due to the com-
plex way in which the hop length
process {Lk} evolves with time.
In particular, a small Lk will cre- *
ate a small crescent; this induces
a support set R -Lk r] for Lk+±
that excludes small hop lengths in
the interval [R -r, R -Lk). As i:l- ----

lustrated in Figure 4, an imaginary
coil is attached between a fixed
pivot and a moving leading relay:
when contracted, it pulls the lead-
ing relay's data circle inside the
blocking control circle, exposing
only a tiny area with possible re-
lays. Note that the next hop length
has to be long (close to r), if the
relay is found in this tiny area. At Fig. 4. Spring-coil aiialogy
the other extreme when the coil is completely relaxed to
length r, it exposes the largest possible area. This reduces the
likelihood of an empty crescent yet it increases the likelihood
of the next hop length being small. This oscillatory effect
illustrates the importance of the Markov property for the hop
length evolution model (5).

IV. PROTOCOL PARAMETER DESIGN

This section develops closed-form expressions for the pro-
tocol parameters that satisfy the outage and wobbliness con-
straints (1O) and (11), based on a Markov Chain model that
approximates the Markov process described above.

A. Finite Stafte Ergodic MaLrkov Chain Model
We start by quantizing the Lk process, yielding the m-

state Markov chain Lk We first select a chain state set that
quantizes the process state space R -r, r], then describe a
mapping from the process state space to the chain state set and,
last, describe the resulting chain probability transition matrix.
We define {hl, ... , hm} C [R -r, r] to be the chain state set.
Without loss of generality, we assume that ho = R-r < h, <
h2 < ... < im = r. As illustrated in Figure 5, whenever the
kth hop Markov chain state is Lk = hi, the corresponding
next process hop length is Lk+ i c 1i = [R -hi, r3, where iT
is the next hop span and its length lSi, is also the width of
the corresponding quantized crescent Ck of area ci = S,(hi).
Lk+1 is quantized to state hj whenever Lk+1 c lij where

lij = i n (hj-_, hj]. (12)
Note that the set {li: j= 1, ... , m} partitions 1i and serves
as a set of quantization intervals for Lk+1 when Lk = hi.
This quantization mapping is illustrated in Figure 5 where

Lk+1 C 142 is extended to reach the quantized node position
marked with a grey circle at Lk+1 = h2. The chain proceeds
by declaring a fictitious node at the quantized position as the
new leading relay. As depicted in Figure 5, a quantization
interval ij corresponds to the strip of area

dj = f hi 2p)(h p)dp = (i)
i if,;h 2p@(hi, p) dp, j > j* (i),

(13)

(and zero otherwise), and of width 1Iji within the crescent
Ck of area ci = Z2 dij. Here J*(i) = min hj > R - hi}
is the index of the leftmost non empty quantization interval
within Ii.
As shown in Figure 5, cij = SIC (hi, hj) is the quantized

interior crescent area fornmed by the control circle (of radius
R) centered at the kth hop relay and a circle of radius hj
centered at node k + 1 at distance Lk = hi. Note that cij <
ci(j+) ..<cim, where cij 0 for < (i), cim = c and

dij = c c The hop-length transition probabilities
P.j Pr{rr i hj2Lk =h}

diPr fLk 1 (= f.. T7Lk = .r - _ (14)

follow from the uniformity of Poisson spatial distribution of
nodes and since the fictitious process assumes that the crescent
Ck is not empty. Intuitively, when mn is sufficiently large,
the ergodic Markov chain will approximate well the ergodic
Markov process. We consider Markov chain models with both
uniform and non-uniform quantization of [R- r, r]. With
only n = 2 levels, the uniform quantization lacks accuracy.
However, a carefully chosen two-state chain provides a useful
non-uniform quantization model. The transition matrix for
both two-state systems is

P 0 1
-C21 IC2 (C2 -C21 ) C2- 7

(15)

since C12 = Cl and c22 = c2.
1) Uniform Quantization Model In this model, the hop-

length states {hi} uniformly quantize the process state space
[R-r, r] so that hi = R-r+iA, whereA (2r-R)/m is the
quantization interval Furthermore '*(i) im- so that the
next-hop quantization intervals Ij satisfy lij = Ahj-A, hj2
for j i and are empty for j < -i. The transition
probabilities are now

Cii C (j i) m

Pij = ,i + j> (16)

and Pij = O whenever i + <in follows since, in that case,
(h2j_- h2 and , = [R -hi, r] intersect in at most one point.

For example, the uniformly quantized m = 2 Markov chain
has A =r-R/2, h1 = R-r+A =R/2 and h2 r, and,
accordingly, cl = S6(R/2) and C2 S,(r).

2) Non-Uniform QuantiLation Model for the Outage Con-
straintrt The proposed non-uniform quantization, two-state
Markov chain model has a simpler definition with cl = 1,
and c2 = S,(r). The corresponding set of hop length states
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i<m and r(1) = e, Thus, (?) = [O e- P1-, As
Pr {AJ},q = (77) [1 1T the probability
that the spoke will stop at or before hop r (assuming that the
chain always starts in state hra) becomes Pr{D < j}I =

1 _ Pr{IA 1I 1[ . C.. P 1 1TI tPr L . , f * (18)

Fig. 5. Ergodic Finite State Markov Chaii: quanitization exanple for a four-state chaii
(m = 4): Lk = h4 = r results in the first crescent Ck. of area c4 partitioned iuto
four strips of total area c4 = d d42 + d43 + d44; Lk+1 4I42, quantized
to L+1 = h2, is followed by a crescent Ck+1 of area c2 aiid a hop spani 12

[R- h2, r] wvich is (uniformly) quasltized iuito a crescent of area d23 = C23 (shaded
region) anid a crescelt strip d24 = c2 -c23 (the uishaded area).

includes h2 = r and, hl, which is a solution of cl 1

Sc(h1). Hence, the next hop partition mapping satisfies d2l
c21, andd22 = C2-C21. Let R/2 > hi SI (1) > R r

and, in this case, we have that (1) 2, d11 = 0, and

di2 = C1 = 1. The non-uniform partitionincg differs from the
uniform in that c cl and c22 > c21 for large enough r. The
rationale behind such a design follows in the next subsection

B. Model for the Outage Constraint

Here we evaluate

the outage probability 0.4

for given q = R/C 0n 3
in order to evaluate 2 0.2

analysis
the associated outage 0.1( large r

constraint (10). Recall 0°
4 6 8 10 12

that (110) is decoupled number of hops n

from the wobbliness
constraint (1 1), that Fig. 6. OnLtage probability curves
provides the value of

q a measure of the maximum crescent subtending angle
For the m-state Markov chain, let us denote the event that
the first q crescents Ck, k 1- , are not empty as

{mink<kZk 0}. The probability that the crescents

Cl C~are not empty, and that the system is in state

j at time r1 is denoted (n)= Pr L, = h2 Ari}. Using

Markovity of L4 and, conditional independence of Zk given
Lk, it is straightforward to show that

rn

K = ejPij( ) (17)

where ej = 1-exp(-ACj) is the probability of a non-empty
crescent while in state Let us define the m x m matrix P
where Pi = PiC is the conditional probability to transition
from state i to state j and that the resulting crescent of area

Cj is not empty. Note that (15) implies P1, = Pi, = 0.

In addition, by defining the vector a() = [<(1). (n)],
(17) becomes K( ) = P(-1)P. Recursively, we obtain I(- =
(MP -1. Given the initial state m, we see that i1 = 0 for

The tollowing asymptotic (large r) analysis ot the outage prob-
ability (118) is based on the two state non-uniform quantization
model (15). Let A1 > A2 be the two eigenvalues of P in (18)
based on (15). The eigenvalue A1 describes the rate at which
the outage probability increases with the number of hops,
while the negative eigenvalue A2 describes the oscillatory, self-
recovery mechanism depicted in Figure 4. Let r 1, and q
be close to two. Then C22 = c2 > Cl = I in (15). Now, A1 is
close to one, while A2 one is close to zero. Furthermore, by
combining (18) and (10), we show that, for a spoke to reach
i] hops with probability p, given q, the range is required to be

1/ ep(1) (I
(1 - p) 1i)J*.f(q) (19)

where f(q) = S (r) r2 Note that (3) implies that f(q) is
the crescent area for unit , i.e. the ratio S(r/r2 does not

depend on r. Figure 6 illustrates that (19) matches well the
simulation results for large r.

C. MMRW Model for Wobble Constraint

Here we evaluate the expected number of hops a spoke will
make before it goes off course in order to evaluate the asso-

ciated wobbliness constraint ( 11) The spoke goes off-course
at hop P,O whenever the current angle 0k in (1) exceeds one

of the following two thresholds 30 and -0, as described by
(7). Here we consider Ok as a random walk modulated by

the ergodic Markov chain Lk, and TI,O is the corresponding
stopping time. To evaluate (7), the transform domain analysis
of Markov modulated random walks [10] dictates that we

first define the conditional moment generating functions of
the incremental angular displacement (k+.1 from (1)

9ij(w) = E exp ('k+1) |Lk = hi, Lk4

1 i
I (i

7

nj zu20

exp(p)dc = h (jja), (21)

for u in a convergence region (w , +), where h (x) = sinhkx
and ,ij = @(hi, h )

Let Fij (g) = Pjgij(w) denote the elements of the matrix
F(w). The Perron-Frobenius theorem (see e.g., [10]) dictates
that its largest eigenvalue ( ) is real and positive. The
elements of the corresponding right eigenvector v( ) =

IV1 (w) Vi (s)]Tare also real and, positive.
Next, we define the product martingale [10]

k exp (w (Ok) Vi(k) (w)

(ok (w)v,(O) (w)
(22)

where i(k) is the random state index of the chain at time k,
and the random variable i (k) (w) is the i(k)-th element of the
right eigenvector. Following [10, Chapter 7.7], T,,,, is also a

I

h.

R
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stopping rule for the martingale Vlkk (w) relative to the joint
process {NIL, (W), Lk; }. Hence, following [lO, Lemma 6] and
the optional sampling theorem [10, Theorem 6] we have

expT( (3T )Z( ) (w))
E [A/IT9O (J)] = E,(b~ ~ c(7c) T'p0 i(o) (W)

1 (23)

Given the desired distance d, and the angle threshold yo
1= , ...xc

(a) Calculate q* assuming n = E [T,<,3 from (27)
(b) Given q = q* from (a), calculate r* from (119)
(c) If d/r* < n, goto (a) else BREAK.

Fig. 7. Iterative Design Algorithm for BeSpoken parameters
for w c w ) The form (23) is an extension of the Wald
identity to Markov modulated random walks.
The random variable (3T is either o or , assum

ing that there is no overshoot. We address the problem of
overshoot later By symmetry arguments the first and second
moments of 0T, are

E [OT 0=° (24)
var [0T ,,

E [T 2 2 (25)

We evaluate the second derivative of (23) with respect to w
at w 0 to obtain the expected number of hops until the hop
angle hits the threshold as

E 1T7,
var E [p'(s (u)

/ G(o )
cr (av)

= /-'i())(W)Lo

W=u
(26)

where pi (a)) vj ()) vi (c) . One can show that, for

Tn 2, the denominator of (26) is a ( =

TP2P22122 +1+ P12 12 + T2P2 p21) where3
7ri i = 1, 2 are the elements of the row vector of stationary
state probabilities fr = 1(1 Its direct generalization to

an m state model has a form var = TP(V UT where,

v()_(). with elements p.( (D2 ) /3 d
) (rmxm) s - ij+ 3, an

a unit vector u = [I...1(Ixm) . It can be shown that for small
crescent subtending angles relative to the threshold (PO, we can

ignore the terms E [pi(T, ) and i() in (26) resulting in:

E Tz
var [9
var [6]p

By assuming identical distributions of the random walk
overshoot and undershoot we extend the numerator of (27)
to include overshoot terms as

var OE)T ] = yo2 + 2 (p(a) 1/2 (7- , (28)

where p(a) =p.(a)] and P-(a) = Pi[ (Tr] ( ) '3 zjij ij /'
The overshoot-inclusive variant of (27) for a multi-state

chain yields values that match the simulation results closely
and consistently. The derivation details are omitted due to
space limitation. Finally, Figure 7 displays the design algo-
rithm for BeSpoken parameters. Note that (27) expresses the
expected stopping time as a function of q only.

V. RESULTS AND CONCLUSION

We propose a protocol that generates spokes, relatively
straight-line data dissemination trajectories, without requiring
the nodes to have navigational information. Analysis of a

Markov-modulated random walk model for the spoke results

in a d.esign for protocol parameters, necessary to produce
sufficiently long and straight enough trajectories. We support
our analysis with simulation results. We simulate a stationary
network with nodes deployed over a square region with density
A = 1. The coordinates of the nodes are generated as iid
uniform rand.om variables. To obtain simulation statistics we
extend a large number of spokes to follow the same direction
(as in Figure 8), over several different network realizations.

We collLect the statis-
t++<:<++++. 0tics for the number of

spokes that ended upon
running into an empty

2.C00; , , 1 ' crescent, and those that
150~~ ~ ~ ~ ~ ~ xwere stopped for going

off-course. The collected
statistics confirm the va-
lidity of the design with

+0 100 150 2X00 respect to imposed con-
straints. In fact, Figure6

Fig 8. A samp le of 500 s okes directed illustrates that, for large
eastward, designed to reach network periireter. r, (19) matches better the
simulation results than (118) with m = 38 quantization levels.
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