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Abstract— In this paper we present multiple antenna trans-
mitter optimization (i.e., spatial pre-filtering) schemes that are
based on linear transformations and transmit power optimization
(keeping average transmit power conserved). We consider the
downlink of a wireless system with multiple transmit antennas
at the base station and a number of mobile terminals (i.e.,
users) each with a single receive antenna. We consider maximum
achievable data rates in the case of the zero-forcing and trian-
gularization spatial pre-filtering coupled with dirty paper coding
transmission scheme. We also present the effects of channel
mismatch.

I. INTRODUCTION

There is ever increasing need for higher data rates and
greater number of users to be supported by wireless networks.
To address this need, the latest 3G cellular wireless standards
are increasing the spectral efficiency of the already deployed
2G wireless networks. For example by employing more
advanced modulations, channel coding, variable orthogonal
spreading, fast power control with fast feedback, and soft
hand-offs. These approaches are some of important improve-
ments introduced in the 3G wireless standards primarily to
support wireless telephony (e.g., UMTS [1] and cdma2000
[2]). Solutions optimized for data-centric wireless communi-
cations are resulting in even higher spectral efficiency. For
example, the HSDPA (high speed downlink packet access,
part of the 3GPP group) and its equivalent EV-DO/DV [3],
[4](evolution data only / data and voice, part of the 3GPP2
group) are applying a slotted scheduled downlink packet
based access, adaptive modulation and rate matching that are
exploiting time variations in channel quality among multiple
users. In addition, fast retransmissions, Chase combining and
incremental redundancy schemes are further improving the
efficiency of those systems. The above solutions have im-
proved the spectral efficiency of the 3G networks two to three
times versus the existing 2G networks (i.e., approximately,
1.5bps/Hz versus 0.5 bps/Hz).

Assuming spectrum as a limited resource, application of
multiple antenna systems appear to be one of the most
promising solutions leading to even higher data rates and/or the
ability to support greater number of users. Multiple-transmit
multiple-receive antenna systems represent an implementation
of the MIMO (multiple input multiple output) concept in

wireless communications [5]. This particular multiple antenna
architecture provides high capacity (i.e., spectral efficiency)
wireless communications in rich scattering environments. It
has been shown that the theoretical capacity (approximately)
increases linearly as the number of antennas is increased [5],
[6].

Recent studies are focusing on multiple antenna systems
with multiple users (see [7] and references therein). In this
paper we study multiple antenna transmitter optimization (i.e,
spatial pre-filtering) schemes that are based on linear trans-
formations and transmit power optimization (keeping average
transmit power conserved). Perfect knowledge of the channel
is assumed at the transmitter. We consider the downlink of a
wireless system with multiple transmit antennas at the base
station and a number of mobile terminals (i.e., users) each
with a single receive antenna. The downlink corresponds to
information theoretical definition of a broadcast channel [8].
We consider maximum achievable data rates in the case of
the zero-forcing, modified zero-forcing and triangularization
spatial pre-filtering coupled with dirty paper coding transmis-
sion scheme. Furthermore, we present the effects of channel
mismatch.

II. SYSTEM MODEL AND TRANSMITTER OPTIMIZATION

SCHEMES

In the following we introduce the system model. We use a
MIMO model [5] that corresponds to a system presented in
Figure 1. It consists of M transmit antennas and N mobile
terminals.

In Figure 1, xn is the information bearing signal intended
for mobile terminal n and yn is the received signal at the
corresponding terminal (for n = 1, · · · , N ). xn are assumed
to be circularly symmetric complex random variables having
Gaussin distribution N (0, Pav). Further, the received vector
y = [y1, · · · , yN ]T is

y = HSx + n,

y ∈ CN ,x ∈ CN ,n ∈ CN ,S ∈ CM×N ,H ∈ CN×M (1)

where x = [x1, · · · , xN ]T is the transmitted vector (E[xxH] =
Pav IN×N ), n is AWGN (E[nnH] = N0 IN×N ), H is the
MIMO channel response matrix, and S is a transformation
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Fig. 1. System model consisting of M transmit antennas and N mobile
terminals.

(spatial pre-filtering) performed at the transmitter. Note that
the vectors x and y have the same dimensionality. Further,
hnm is the n-th row and m-th column element of the matrix
H corresponding to a channel between mobile terminal n and
transmit antenna m.

Application of the spatial pre-filtering results in the com-
posite MIMO channel (true MIMO channel H multiplied by
the spatial pre-filter S)

G = HS, G ∈ CN×N (2)

where gnm is the n-th row and m-th column element of
the composite MIMO channel response matrix G. The signal
received at the n-th mobile terminal is

yn = gnnxn︸ ︷︷ ︸
Desired signal for user n

+
N∑

i=1,i �=n

gnixi

︸ ︷︷ ︸
Interference

+ nn. (3)

In the above representation, the interference is the signal that
is intended for other mobile terminals than terminal n. As said
earlier, the matrix S is a spatial pre-filter at the transmitter. It
is determined based on optimization criteria that we address
later in the text and has to satisfy the following constraint

trace
(
SSH

) ≤ N (4)

keeping the average transmit power conserved. As a further
simplification, we restrict the matrix S to be

S = AP, A ∈ CM×N ,P ∈ CN×N (5)

where A is a linear transformation and P is a diagonal
matrix. P is determined such that the transmit power remains
conserved. Considering different forms of the matrix A we
study the following solutions.

1) Zero-forcing (ZF) scheme where A is represented by

A = HH(HHH)−1. (6)

As can be seen, the above linear transformation is
zeroing the interference between the signals dedicated
to different mobile terminals since after the transforming

the channel H, HA = IN×N . Consequently, the maxi-
mum achievable data rate (capacity) for mobile terminal
n is

RZF
n = log2

(
1 +

Pav|pnn|2
N0

)
(7)

where pnn is the n-th diagonal element of the matrix
P defined in (5). In (6) it is assumed that HHH is
invertible, this is when the rows of H are linearly
independent.

2) Modified zero-forcing (MZF) scheme that assumes

A = HH(HHH +
N0

Pav
I)−1. (8)

The above transformation appears to be of a similar form
like a MMSE linear receiver. The important difference
is that the transformation is performed at the transmitter.
In the case of the above transformation, in addition to
the knowledge of the channel H the transmitter has to
know the noise variance N0. The maximum achievable
data rate (capacity) for mobile terminal n now becomes

RMZF
n = log2

(
1 +

Pav|gnn|2
Pav

∑N
i=1,i �=n |gni|2 + N0

)
. (9)

3) Triangularization that permits dirty paper coding where
the matrix A assumes the form

A = HHR−1 (10)

where H = (QR)H and Q is unitary and R is upper
triangular (see [9] for details on QR factorization).
In general, R−1 is a pseudo inverse. The composite
MIMO channel G in (2) becomes G = L = HS a
lower triangular matrix. It permits application of dirty
paper coding (DPC) designed for single input single
output systems. Check [10], [11] for details on the DPC
schemes.

By applying the transformation represented in (10),
the signal intended for terminal 1 is received without
interference. The signal at terminal 2 suffers from
the interference arising from the signal dedicated to
terminal 1. In general, the signal at terminal n suffers
from the interference arising from the signals dedicated
to terminals 1 to n − 1. In other words,

y1 = g11x1 + n1,

y2 = g22x2 + g21x1 + n2,
...

yn = gnnxn +
n−1∑
i=1

gnixi + nn,

...

yN = gNNxN +
N−1∑
i=1

gNixi + nN . (11)



The interference is known at the transmitter, therefore
DPC is applied to mitigate the interference. Based on the
results in [10], the achievable rate for mobile terminal
n is

RDPC
n = log2

(
1 +

Pav|gnn|2
N0

)
=

= log2

(
1 +

Pav|rnnpnn|2
N0

)
(12)

where rnn is the n-th diagonal element of the matrix
R defined in (10). Note that DPC is applied just in
the case of the linear transformation in (10), with
corresponding rate given in (12).

Note that trace(AAH) = N satisfying the constraint
in (4). Consequently, we can select P = IN×N and
present the following proposition.
Proposition 1: For high SNR (Pav � N0) the achiev-
able sum rate of the triangularization and DPC scheme
is equal to the rate of the equivalent (open loop) MIMO
system. In other words, for Pav � N0

N∑
n=1

RDPC
n = log2

(
det
(
IN×N +

Pav

N0
HHH

))
.

(13)

Proof: Starting from right side term in (13) and with
HHH = RHR, for Pav � N0

log2

(
det
(
IN×N +

Pav

N0
HHH

))
≈

≈ log2

(
det
(

Pav

N0
HHH

))
=

= log2

(
Pav

N0
|r11|2 · · · Pav

N0
|rNN |2

)
=

=
N∑

i=1

log2

(
Pav

N0
|rii|2

)
≈

≈
N∑

i=1

log2

(
1 +

Pav

N0
|rii|2

)
=

=
N∑

n=1

RDPC
n (14)

which concludes the proof.

Based on [12] we describe the DPC scheme. The trans-
mitted signal intended for terminal n is

xn = fk (x̂n − αn In + tn) (15)

where fk(.) is a modulo operation over a k-dimensional
region. Further, x̂n is the information bearing signal for
terminal n, and αn is a parameter to be optimized (0 <
αn ≤ 1). In is the interference In =

∑n−1
i=1 gnixi/gnn

and tn is a dither (uniformly distributed pseudo noise

over the k-dimensional region). At terminal n the fol-
lowing operation is performed,

fk (yn/gnn) = x̂n + (1 − αn)un + αnn∗
n (16)

where n∗
n is a wrapped-around AWGN (due to

the nonlinear operation fk(.)) and un is uniformly
distributed over the k-dimensional region. For k → ∞
and x̂n being uniformly distributed over the k-
dimensional region, the rate in (12) can be achieved
[12].

One practical, but suboptimal single-dimensional
DPC solution is described in [12], [13]. The transmitted
signal intended for terminal n is

xn = fmod (x̂n − In) (17)

where fmod(.) is a modulo operation (i.e., a uniform
scalar quantizer). At terminal n the following operation
is performed

fmod (yn/gnn) = x̂n + n∗
n (18)

where n∗
n is a wrapped-around AWGN (due to the

nonlinear operation fmod(.)). For high SNR and with x̂n

being uniformly distributed over the single-dimensional
region, the achievable rate is approximately 1.53dB
away from the rate in (12) [12], [13].

Once the matrix A is selected, elements of the diagonal
matrix P are determined such that the transmit power remains
conserved and the sum rate is maximized. Constraint on the
transmit power is

s2
m1 + · · · + s2

mN ≤ N

M
, m = 1, · · · ,M, (19)

where smn (m = 1, · · · ,M and n = 1, · · · , N ) is the element
of the matrix S (defined in (1)). The above condition satisfies
the constraint in (4). Actually it is even a stronger constraint
because it limits the average transmit power per each antenna,
individually. The elements of the matrix P are selected such
that

diag(P) = [p11, · · · , pNN ]T = arg max
constraint in (19)

N∑
i=1

Rn.

(20)

III. NUMERICAL RESULTS

To evaluate the performance of the schemes described in
Section II, we consider the following base line solutions.

1) No pre-filtering solution where each mobile terminal is
served by one transmit antenna dedicated to that mobile.
This is equivalent to S = I. A transmit antenna is
assigned to a particular terminal corresponding to the
best channel (maximum channel magnitude) among all
available transmit antennas and that terminal.

2) Equal resource TDMA and coherent beam-forming (de-
noted as TDMA-CBF) is a solution where signals for



different terminals are sent in different (isolated) time
slots. In this case, there is no interference, and each
terminal is using 1/N of the over all resources. When
serving a particular mobile ideal coherent beam forming
is applied using all M transmit antennas.

3) Closed loop MIMO (using the water pouring optimiza-
tion on eigen modes) is a solution that is used as an
upper bound on achievable sum rates. In the following
it is denoted as CL-MIMO. This solution would require
that multiple terminals act as a joint multiple antenna
receiver. This solution is not practical because the termi-
nals are assumed to be individual entities in the network
and they do not cooperate when receiving signals on the
downlink.

In Figure 2 we present average rates per user for a system
consisting of M = 3 transmit antennas and N = 3 terminals.
The channel is Rayleigh, i.e., the elements of the matrix H are
independent identically distribute Gaussian random variables
with distribution N (0, 1). From the figure we observe the
following. The triangularization and DPC scheme is approach-
ing the closed loop MIMO rates for higher SNR. The MZF
solution is performing very well for lower SNRs (approaching
CL-MIMO and DPC rates), while for higer SNRs the rates for
the ZF scheme are converging to the MZF rates. The TDMA-
CBF rates are increasing with SNR, but still significantly
lower than the rates of the proposed optimization schemes.
The solution where no pre-filtering is applied clearly exhibits
properties of an interference limited system (i.e., after a certain
SNR, the rates are not increasing). Corresponding cumulative
distribution functions (cdf) of the rates are given in Figure 3,
for SNR = 10dB, per user (see more on the ”capacity versus
outage” approach in [14]).
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Fig. 2. Average rate per user vs. SNR, M = 3, N = 3, Rayleigh 3 × 3
channel.

In Figure 4 we present the behaviour of the average rates
per user vs. number of transmit antennas. The average rates
are observed for SNR = 10dB, N = 3, and variable number
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of transmit antenna M = 3, 6, 12, 24. The Rayleigh channel
is again assumed. With the number of transmit antennas
increasing the rates are increasing, and the difference between
the rates for different schemes is becoming smaller. This
particular case speaks in favor of the simplest ZF scheme if
higher number of transmit antennas can be applied.
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Let us now analyze the effects of imperfect channel state
knowledge. In practical communication systems, the channel
state H has to be estimated at the receiver, and then fed to
the transmitter. In the case of a time varying channel, this
practical procedure results in noisy and delayed (temporally
mismatched) estimates being available to the transmitter to
perform the optimization.



As said earlier, the MIMO channel is time varying. Let
Hi−1 and Hi correspond to consecutive block faded channel
responses. In the following, the subscripts i and i − 1 on
different variables will indicate values corresponding to the
block channel periods i and i − 1, respectively. The temporal
characteristic of the channel is described using the correlation

k = E
[
h(i−1)nm h∗

inm

]
/Γ (21)

where Γ = E[hinmh∗
inm], and hinm is a stationary random

process (for m = 1, · · · ,M and n = 1, · · · , N , denoting
transmit and receive antenna indices, respectively). We assume
that the knowledge of the correlation k is not known at the
receiver and the transmitter. Low values of the correlation k
correspond to higher mismatch between Hi−1 and Hi. Note
that the above channel is modeled as a first order discrete
Markov process. In the case of Jake’s model, k = J0(2πfdτ),
where fd is the maximum Doppler frequency and τ is the time
difference between h(i−1)nm and hinm.

We assume that the receiver feeds back Hi−1. Because the
ideal channel state Hi is not available at the transmitter, we
assume that Hi−1 is used instead to perform the transmitter
optimization for the i-th block. In other words the transmitter
is ignoring the fact that Hi �= Hi−1. In Figure 5 we
present cdf of rates for the ZF scheme for different correlation
k = 0.5, 0.8, 0.99, 1. From these results we note very high
sensitivity of the scheme to the channel mismatch. Similar
results can be shown for other two schemes presented in
Section II. See [15] on a related study of channel mismatch
and achievable data rates for single user MIMO systems.
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IV. CONCLUSION

We have presented a study on multiple antenna transmitter
optimization (i.e, spatial pre-filtering) schemes that are based
on linear transformations and transmit power optimization. We
have considered maximum achievable data rates in the case
of the zero-forcing, modified zero-forcing and triangulariza-
tion spatial pre-filtering coupled with the dirty paper coding
transmission scheme. We have shown that the triangularization
and DPC scheme is approaching the closed loop MIMO rates
(upper bound) for higher SNR. Further, the MZF solution is
performing very well for lower SNRs (approaching CL-MIMO
and DPC rates), while for higer SNRs the rates for the ZF
scheme are converging to the MZF rates. In addition, we have
presented how the average rates depend on number of transmit
antennas, while keeping the number of terminals constant.
With the number of transmit antennas increasing the rates are
increasing, and the difference between the rates for different
schemes is getting smaller. Furthermore, we have presented
the effects of the channel mismatch and have shown very high
sensitivity of the schemes to the channel mismatch. Channel
state information and transmitter optimization schemes is the
subject of our future studies.
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