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Abstract—A secret-key generation scheme based on a lay-is possible without a secret-key shared by legitimate users
ered broadcasting strategy is introduced for slow-fading ban- | ater, Csiszar and Korner generalized Wyner's model to
nels. In the model considered, Alice wants to share a key oqnsider general broadcast channels in [2]. The Gaussian
with Bob while keeping the key secret from Eve, who is a _ . . .
passive eavesdropper. Both Alice-Bob and Alice-Eve chanise wire-tap channe_l was co_n5|dered n [3]. Recent researf:h has
are assumed to undergo slow fading, and perfect channel st addressed the information-theoretic secrecy for muktrus
information (CSI) is assumed to be known only at the receives channel models [4]-[9]. We refer the reader to [10] for a
during the transmission. In each fading slot, Alice broadcats a recent survey of the research progress in this area.
continuum of coded layers and, hence, allows Bob to decode at Interestingly, the wireless medium provides its own en-

the rate corresponding to the fading state (unknown to Alicé. - . . .
The index of a reliably decoded layer is sent back from Bob to doWments that facilitate defending against eavesdropping

Alice via a public and error-free channel and used to generat  One such endowment is fading [11]. The effect of fading
a common secret key. In this paper, the achievable secrecyke on secret transmission has been studied in [12]-[14]. In

rate is first derived for a given power distribution over coded  these works, assuming that all communicating parties have

layers. The optimal power distribution is then characterized. perfect channel state information (CSI), the ergodic sscre

It is shown that layered broadcast coding can increase the . . T . .

secrecy key rate significantly compared to single-level caub. capacity has been derived. The scenario in which Alice
has no CSI about Eve’s channel (but knows the channel

Index Terms—Secret-key agreement, wiretap channel, lay- statistics) has also been studied in [12]. The throughput

ered broadcast coding, superposition coding, feedback, fer- Of Several secure hybrid automatic repeat request (ARQ)

ference, fading channel protocols has been analyzed in [15]. In this work, Alice is

not assumed to have prior CSI (except channel statistics),

l. INTRODUCTION _but can receive a 1-b?t ARQ feedback per channel coherence
) . _interval from Bob reliably.

Wireless secrecy has attracted considerable research inte Arguably, the most useful application of (keyless) secret

est due to the concern that wireless c_ommunication is hig_Wessage transmission is secret-key generation. For estan
vulnerable to security attacks, particularly eavesdrogpi 4 key can be sent from Alice to Bob as a secret message

attacks. Much recent research was motivated by Wyne[ghich is selected by Alice in advance). More generally,
wire-tap channel model [1], in which the transmission be;s onsidered here, the key can be established after a
tween two legitimate users (Alice and Bob) is eavesdroppgdmmuynication session completes. This relaxation in the
upon by Eve via a degraded channel. In this model, [4tocol can lead to a higher key rate. The secret-key
characten_ze the qukage of information to the eaVGSd"Ppp&'eneration problem in [16] and [17] assumes an interactive,
equivocation rate is used to denote the level of i9nNQythenticated public channel with unlimited capacity. In

rance of the eavesdropper with respect to the confiden[timh’ the “channel model with wiretapper” (CW) is similar

messages. Perfect secrecy requires that the equivocafiom,o wiretap channel model, while in the “source model

rate is asymptotically equal to the message rate, and fig, wiretapper” (SW), Alice and Bob exploit correlated
maximal achievable rate with perfect secrecy is called the ,.ce observations to generate the key. Both SW and
secrecy capacity. Wyner showed that secret communicatie(y models have been subsequently extended to multiple
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generation phase. In the communication phase, via the ftiie broadcast approach for key generation. Section IV gives
ward channel, Alice sends to Bob coded sequences, whitle achievable secrecy rate for a given power distribution.
are observed at Bob and Eve after independent distortid®action V characterizes the optimal power distribution. A
due to power attenuation and noise. Subsequently, Alice amamerical example involving a Rayleigh fading channel is
Bob agree on the same secret-key in the key-generatmgiien in Section VI. Conclusions are given in Section VII.
phase. The problem setting resembles an SW model but

differs in that the shared “correlated sources” are coded [l. SYSTEM MODEL

sequences (from a public codebook and distorted by theag gepicted in Fig. 1, we consider a three-terminal model,

channel). We assume that the feedback channel from Bgbhich Alice and Bob want to share a secret key in the
to Alice is very limited. For each block transmission fro"bresence of Eve, who is a passive eavesdropper. That is

Alice to Bob, Bob is required to send back one or morgye js interested in stealing the key but does not attempt to
bits to Alice, where the one-bit feedback corresponds {Rierfere with the key generation processes.

an ARQ ACK/NACK scheme. An example application is
where Alice sends a video clip to Bob, which is a non- ch | Model
secret transmission. Bob responds with a few bits and thﬁs annef Mode

enables agreeing on a secret-key, which can then be usedhe Alice-Bob and Alice-Eve channels (forward chan-
in key-based cryptographic protocols. nels) undergo block fading, in which the channel gains are

Qpstant within a block while varying independently from

The communication phase is based on layered broadc ) )
coding, which effectively adapts the decoded rate at B ock to block [11]. We assume that each block is associated
’ \gnh a time slot of duratioril” and bandwidthB; that is,

to the actual channel state without requiring CSI to b .
A g = |2BT| real symbols can be sent in each slot. We

available at Alice. The transmission takes place over sdave{\: that th b ¢ ch | thi h
time slots. In each time slot, Alice transmits a continuu@>° assume that thé number o1 channel uses within eac

of layers. Depending on the realization of the channel ,sta?éOt (i.e., V) is large enough to allow for invoking random

Bob decodes a subset of layers reliably. The index of tﬁgf'r;g arguments. that the t . i the q
highest reliably decoded layer at Bob is sent back to Alice €t us assume fnat e transmissions in the- forwar
and used in the key-generation phase that follows Wyne Qannels take place (_)VM time slots. In at_lme slotindexed
secrecy binning scheme [1]. For a given power distributi Tln € [ll:’)'i 7 é/[]t,)Ahce .Seg,dﬂgﬁ' whur:]ht;]s a\;]ector lof\f .
over coded layers, we derive the achievable secrecy syrgEos. 0 _re;elvethlm r:OtlrJ]g h ec Ianng gain
rate, which permits a simple interpretation as the averagé&™. and Ve receives oy, througn the channe gamz,n.
reward collected from all possible channel realization _dlscrete time baseband-equivalent block-fading channel
Furthermore, we characterize the optimal power distrdouti madel can be expressed as

over coded layers to maximize the achievable secrecy key Yim = VhimXom + Zitm (1)

rate under the broadcast approach. _
L d broadcast codi wsificial noi that fort = 1,2, where{Z,,, } are sequences of independent and
ayered broadcast coding creamsiicia) noise so tha eIEentically distributed (i.i.d.) circularly symmetric ngplex

the undecodable layers at Bob play the role of s . .
interference. We show that, by properly choosing the Codi?%aussmn’\/m 1) random variables. We denote by, and

o . . the states of the Alice-Bob and Alice-Eve channels,
rate for each Iay_er, it is ensured that Eve cannot benefit frq Spectively, in time slot. Without loss of generality, we
the layered coding strugture and is forced to treat the_kiy%’rop the indexm and denote random channel realizations
undecodable at Bob as interference. Secret communicati Sht. We assume that, is a real random variable with

with interference was studied in [26] and [27] in a more probability density function (PDF); and a cumulative

general (but non-fading) setting. Layered broadcast @dlaistribution function (CDF)F}, for eacht = 1,2. We also
for a slow-fading single-input single-output (SISO) chahnI thy = [h1s T ] andh,g — [has h; 1;1] denote
model was originally introduced by Shamai in [28] an he power 7gé1in \7/ec’tdrs for the Aliée’-Bols a’an Alice-Eve

discussed in g_rt:at(ir (_jtﬁtaélg n (}22]9 Tf;}e r(tar? uItsd(;rjt_ th annels, respectively. We assume that Bob and Eve know
paper are consistent with [28] and [29] when the addition ir own channel gains perfectly; Alice does not know the

secrecy key generation requirem_eqt phase is not consider@él before its transmission, except for the channel siegist
In a closely related work, a similar ARQ-based secret- In addition, we assume a short term power constraint

key gen(_eration sch.eme employing sing!e-level coding w S cluding power variation across time slots) such that
studied in [30]. This scheme can be viewed as a specja average power of the signXl, per slot satisfies the
case of the proposed layered-coding based scheme as m

: . constraint
power is allocated to a single coded layer. We show tha ! 1 EIX 1121 < P 5
layered broadcast coding can increase the secrecy key rate N (11X [T < @)
significantly compared to single-level coding. forallm=1,..., M.

The remainder of the paper is organized as follows. Finally, we assume that there exists an error-free feedback
Section Il describes the system model. Section Ill statebannel from Bob to Alice, through which Bob can feed
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Fig. 1. Alice and Bob want to agree on a kel (= K), while keeping the key secret from Evel (K|Y2, ha, ¥)/n — 0).

back ¥,, for time slot m, where ¥,, is a deterministic where the second equality holds since we assume®hiat

function of Yy, and hy,,. The feedback channel is as-a deterministic function oY’y andh;.

sumed to be public, and therefois,, is received by both  The secrecy level at Eve is measured by the equivocation

Alice and Eve without any error. rate R. defined as the entropy rate of the kiyconditioned

upon the observations at Eve, i.e.,

B. Secret Key Generatloh Protocol . R, & lH(K|Y2,h2, o). (5)
The secret key generation protocol consists of two phases: n

a communication phase and a key-generation phase.  Definition 1. A secrecy key rateR, is achievable if the
1) Communication PhaseWe assume that the trans-conditions

mission during the communication phase takes place over

M time slots. That is, Alice sends a sequence of signals Pr (K = K) >1—c¢, (6)

X = (X1,Xg,...,Xy) to the channel. Accordingly, and R, > R, —e @)
Bob receives from his channel a sequence of signals de- -

noted byY; = (Y1,1,Y12,...,Y1 ) and Eve receives are satisfied for any > 0 as the number of channel uses
Y: = (Y21,Y229,..., Y2 ) from her channel. We let n — oo.

n = M N denote the number of symbols sent by Alice in
the communication phase.

After the transmission, Bob uses the feedback channel to
send® = (Uq,..., ¥, ), which is received by both Alice
and Eve since the feedback channel is public and error-freeln this section, we introduce a broadcast approach for

2) Key-Generation PhaseThe communication phase issecret-key generation, in which Gaussian layered broadcas
followed by a key-generation phase, in which both Alice anebding is used for the communication phase, and random
Bob generate the key based on the forward and backwaetrecy binning is used for the key generation phase.
signals. A general key-generation phase can be describe@efore presenting the scheme, we briefly introduce Gaus-

IIl. AL AYERED BROADCAST APPROACHTO KEY
GENERATION

as in the following. sian layered broadcast coding. Finite-level layered hrasd
Let £ = {1,2,...,2"F}, where R, represents the coding (superposition coding) was introduced by Cover in
secrecy key rate. Alice generates a secret key K by [31] for general broadcast channels. In [28], Shamai studie
using a decoding functiok, i.e., a Gaussian fading channel with no CSI at the transmitter
and considered the limiting case when there is a continuum
k=KX ). ()  of coded layers. In this section, we first take a look at a

fading wiretap channel with a finite number of fading states,
for which finite level layered broadcast coding is applieabl

The channel will be used to derive the result for the limiting
k=K (Y1,h1,9) = K (Y1,hy), (4) case of continuous fading, which is the focus of this paper.

Bob generates the secret kéye K by using a decoding
function K, i.e.,
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Fig. 2. A point-to-point fading channel with possible fading states is viewed as a broadcast channellwiintual receivers each corresponding to
a fading state.

A. Finite-Level Layered Broadcast Coding fbrState Fad- ({X,i > 1}) as interference. After decodin¥[, the
ing Channel receiver will subtracX ! and then decodX?! by treating
the remaining codewords{X!?,i > 21) as interference.

. : >
state fading wiretap channel” in which there drelifferent 1S Process repeats until thieth layer Xl is decoded
liably by treating the remaining codewordX((’, i > 1})

fading states possibly observed on the Alice-Bob or Alicd®'e ) T, o
Eve channel. as interference. As shown in (8).;",,, pl is the total

power of coded layers treated as inference during the
Definition 2. In an L-state fading wiretap channel, atdecoding of thel-th layer. Note that this predetermined
any time slot, the realization of the power gain of therdering can be achieved because of the degraded nature
Alice-Bob or Alice-Eve channel takes one value fronyf Gaussian single-input single-output (SISO) channels.
{pl A2 RlEY independently and randomly, and is
characterized by probability functioBr{h; = hl"] hy = _ _ _
hli2l} Without loss of generality, we assume tHat!} are B. Layered Broadcast Coding for Gaussian Fading Chan-
ordered in ascending order. nels

In general,L depends on the cardinality of the random
1annel variable. For a Gaussian fading channel, a contin-
m of code layersI{ — o0) is required for achieving

Let us first consider a type of channel called “the

Here, let us focus on the Alice-Bob channel. As shown i
Fig. 2, in a layered broadcast coding scheme, the point-
point fading channel is viewed as a broadcast channel w H ) )
L virtual receivers each corresponding to a fading state. best performance. When a continuum of layers is used,

applying the superposition coding in [31], the encoding ant e tran§mitter sends an infinite number_ of layers of coded
decoding procedures can be described as follows. information. Each layer conveys a fractional rate, denoted

During the encoding, we assume thatayers are used. by dR, whose value depends on the index of the layer.

That is, the transmitted codeword is a superpositior.of We t_refer to_s,dthe l;eallzat_lon q[f the f_:;\dmg po(\;ye:,_bast_ a
codewords, LerZl X1, whereX!! is a codeword from a continuous index. For a given transmit power distribution

Gaussian codeboak!! with a rater”) and a constant power 2(5) Over coded layes, p(s)ds is the transmit power used

pl, 1 =1,... L. For a given power allocatiofip!’}, the by layer s. Any layer indexed byu satisfyingu > s is

rate of thel-th layer is given by* undecodable and functions as additional interference. The
total power of undecodable layers (for a realization ofrigdi

R pll ) powers) is denoted byl (s) and is expressed by

8
vt ) ®

and the total power satisfi€s,,_, pl'l = P.
During the decoding, for a given fading realization The incremental differential rate of layeris given by

hll, the receiver can successfully decode the firgay- (s)d (s)d

ers by using the successive decoding strategy [31]. i.e., dR(s) = log (1+ SPA)ES ) = SP)as , (10)

the codewords{X!, ... , X!l can be decoded reliably, L+ s(s) L+ sI(s)

while the codewordd X!+ ... X[L} are undecodable. where the second equality in (10) is due to the fact that

More specifically, in the decoding process, the receivéiin, .olog(1+xz) = x for anyx > 0. The total power over

first decodesX!!) by treating the remaining codewordsall layers is constrained by

rll = log (1 + ) -
16)= [ plud (©)

o0
1All logarithms are to the natural base, and thus rates arering of I(O) _ (u)du -p (11)
nats per second per Hertz. o P ’



Given a realization of the fading power (or layer indexylecoded by Bob, andW,[ﬁ{l] to denote the set of layers

s, the decodable rate at the receiver is undecodable to Bob in time slot.? After decoding, Bob
* up(u)du sends back the index of the highest decodable layer to Alice
R(s) = /0 T+ul(u) (12)  via the feedback channel, so that both Alice and Bob get to

know WW,,,. This completes the transmission in time slot

Hence, for a given CDF of the random fading power 1o communication phase ends when il (independent)
denoted byF(s), the average decodable rate at the receiVgL nsmissions are completed.

IS R /oo /s up(u)du 4F(s) Note that the feedback of a layer index does not need to
0 0 )

1+ ul(u (13) be completed right after each transmission in the forward

channel. It is required only before the following key gen-
C. Secret-Key Generation Based on Layered Broadc#gtion phase. Also note that the feedback of the index of
Coding a decodable layer is a special type of channel feedback. In

ﬁlrticular, when considering the case when the number of

In this section, we discuss key generation based ) . he ind f the hiahest decodabl
Gaussian layered broadcast coding. We outline the sche Ing state o the index of t e nig est decodable
ayer in time slotm is equal to the fading power gafi.,

for the continuous case whén— oo, which is the focus of " _ -
nuou W o, Whie | " (i.e., the public feedback,, = hi,,). For a finite level

this paper. For arL-state fading wiretap channel whénis _ . .
finite, the corresponding scheme is discussed in Appen(lJ‘FfWereol coding approach, the feedback of the layer index is

A an L-bit quantized version of the realization of the fading
1) Codebook ConstructiontWe need two types of COde'pOV,:(:Cg;m' Wherl = 1, it is the ARQ feedback of ACK

books used for the communication and key-generati®h . o
phases, respectively. 3) Key-Generation Phase:Once the communication

The codebook used for the communication phase cdipase (including feedback) is completed, both Alice and
sists of a continuum of coded layers represented PP can generate the secret key. Based on the feedback
{clsl(2NdR(s) N)}, whereN is the codeword length and sequence¥ = h,, Alice ggnerates a binary sequence
dR(s) is the (incremental differential) rate at layer The from all the messages reliably decoded by Bob based on
(sub-)codebook for each layer is generated randomly afy deterministic one-to-one mappipgas
independently. That is, for any codebo@k! (2V4(s) N),

D
we generate2V4(s) codewordsX[*!(w), where w = v =g(WPi), (15)
1,2,...,2NVdR(s)  py choosing theN2VN4E(s) Gaussian o] D] ool .
symbols (with powep(s)ds) independently at random. ~ Where W= = (Wi, Wy, ..., W, ™) represents the

The codebook used for the key generation phase is ba§8d of messages successfully decoded by Bob across all
on Wyner's secrecy coding [1], [12]. As shown in Fig. 3layers and time slots.

we use Alice then looks up in the key-generation codebook for
R M sp(s)ds dF, (h) 14y @ k such thatv € B(k), and outputsk as the secret key
"o Jo 1Hsi(s) generated. Note that all those messages are decoded by Bob,

to represent the average decodable rate at Bob. We fi§ Bob can generate the same sequenemd the same
generate all binary sequences of leng(t® —¢), denoted by key k as Alice does. This completes the key generation.
B, wheren = M N. The sequencés are then randomly and
uniformly grouped intoK = 2" bins each withn(R —
R —¢) sequences, whelR; is the achievable secrecy rate
given later. We denote by(k, j) the j-th codeword in the |, this section, we present the secrecy key rate achieved
k-th bin, wherel <k < K and1 <j <.J = 2n(R_RST€)- by the broadcast approach and compare it to that achieved
Each _secret key € {1,..., K} is then randomly aSS|gnedby using a single-level coding approach. For both ap-
to a bin, denoted by3(k) = {v(k,j),j =1,...,J}. proaches, we assume that the number of time slots used
2) Communication PhaseThe communication takes i, the transmission over the forward channel is sufficiently

places over M/ time slots. In time slot m 4 € large (i.e.,M — oo), so that we can obtain an ergodic key
[1,...,M], Alice first randomly selects a messagé; € rate.

{1,...,2N4E()) for coded layers, independent of the
message chosen for other layers. For conv_enignce, We US 1o 11ore accuratdd; in WP should be indexed by, however,
Wi, to represent the total message sent in time 8ot we choose to usé; to simplify our notation. Throughout the paper,
(through all layers), i.eW,,, = x,Wi. Then, Alice sends WP is shorthand ol {21 If the subscript oW is a set, therD;
a superposition of all Iayers to the channel is also indexed by the set. For example,[ for a ]set of time shats C
: Dq] . D

Bob receivesY,, and tries to decode all his decodablé!:-- - M}, we usew 1] instead of W, 1" to represent all the

layers, which depends on his channel statg,. For con- messages decoded by Bob .m(*. The rule is also applied t®2, U

i (D1] i andUo. In addition, it is applied to codewor&X and codeboolC besides
venience, we us&/;, !’ to denote the set of layers reliablymessagav.

IV. SECRECYKEY RATE
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Fig. 3. Alice and Bob generate a sequenctom all the messages reliably decoded (acrbdayers andM time slots), look up in the key-generation
codebook for & such thatv € B(k), and outputk as the key.

A. Layered-Broadcast-Coding Based Key Generation whereX!P" andx 4! denote the sets of decodable and un-

- U
The following result characterizes the secrecy rate whégcodable layers at Bob, respectively, aof? and X
a power distributiorp(s) is given. denote the sets of decodDabIe an%undecodable layers at Eve,
) o respectively. Note thak D) 5 x [P sincehy > ho.
Theorem 1. For a given power distributiop(s) over coded Both Alice and Bob can decodX!”?! and neither
layers indexed by, the secrecy key rate achieved by th%f them can decod&“!!. Therefore, a r;onzero reward

layered-broadcast-coding based key generation scheme E(hl hs) comes from the set of |ayeK[D1] A XYl 1o

S show this, we rewrite (17) as
R, = / / A(h1, ho)dFs(ho)dFy (h1),  (16)
0 0

"sp(s)ds " hop(s)ds
where A(hy, hs) is given by A(hy, he) = /h2 1+sl(s) /h2 1+ hol(s) (22)
A(hy, ha) = /hl { sp(s)  hap(s) } ds (17) The first term on the right hand side of (22) is the sum-
b ny L1+sI(s) 14 hol(s) rate decoded by Bob fronk !> o x U] (by decoding
and and cancelingk},? first, and treating the interference term
I(s) = /OO p(w)du  with T(0) = P. (18) X%] as noise). Furthermore, the second term can be written
s as

Proof: The proof can t_)e found in Appendix A. m /fn hap(s)ds - <1 ho [I(hs) — I(hy)]
Now we d|_scuss some insights from Theorem 1. First, ; 1+ hol(s) hal(s) 1+ hal(y)
R, can be written as

) . (23)

- By noticing that/(hy) — I(hy) is the total power used for
R =Eny n {A(hl’ hQ)} ’ 19 the layersX!2 n X1 andI(h,) is the total power used
where for the IayersXLbfl], (23) gives trEe ]rate o[f i?formation that
: Eve can possibly deduce froi,." n X2 through her
X - A(hl, hg) if hi1 > ho . .
A(hy, hg) = { 0 otherwise. (20) channel with power gais.

An interesting finding here is that what the best Eve can
The key rateR; is the average of rewards (designated byo js to treat the interference ter&!’!! as noise (as Bob
A(h1, h2)) collected from all possible channel realizationsjoes) with the total noise powert iy 1(hy), and therefore
Positive rewards are obtained from the time slots in whigthnnot benefit from the structure of interference eithee Du

Bob’s channel is better than Eve’s channi] (> h2). On o the absence of CSI at the transmitter during the transmis-

the other hand, whef, < h», the reward is Zero. sjon in the forward channel , the layered broadcast coding
We can see that except for the rare case in witichs  strategy creates a medium with interference, in which the
always smaller thar,, R is positive. undecodable layers play the role sélf-interferenceWe

Now we focus on a particular time slot in whichhy > remark that this is a special case of secret communication

h», and useX,, to denote all layers sent in the sIStAs  gyer a medium with interference as discussed in [27].
depicted in Fig. 4X,,, can be divided as

X = XD U (Xfl] N X%]) uxital - (21) B, Single-Level-Coding Based Key Generation

3 o _ When single-level coding is used, self-interference does

X, represents the set df layers in time slotn, and also the signal Al debook with inal di
transmitted by Alice in time slotn, which is the superposition of all nOt occur. Alice uses.a f:O ebook with a single coding rate
layers. in the forward transmission. Bob uses ARQ feedback to tell



— 1 RI) and making more time slots contribute to the key
generation (by decreasing!'); while in LBC, the reward
I is gained in each time slot adaptively based on the random
channel realizations. Finally and importantly, in SLC, Eve
_________________ X[r?fz] can deduce the information at the ratd@f(1 + hoP) with
X a channel gairhy. This is the loss of rate in order to keep
m the key secret from Eve. In LBC, however, Eve deduces
"""""" X2l less information as given by (23) due to the interference
(D] power (the total power of undecodable layers). The self-
Xm interference plays an important role for decreasing Eve’s
capability of eavesdropping.
— Hence, although the single-level-coding based approach
has lower decoding complexity, and requires less feedback
(@) (b) (c) (only 1-bit per time slot), it is sub-optimal in general (whe
feedback of multiple bits is allowed). By all means, the
Fig. 4. (a) Coded layers sent by Alice, (b) decodable and eoditble  gjngle-level coding scheme can be considered as a special
layers for Bob, and (c) decodable and undecodable layergviey in time . . .
slot m with the channel gaing; > hs. case of a layered-broadcast-coding based scheme, in which
all power is allocated to a single layer. It serves as a
baseline scheme and further motivates us to find the best
Alice whether the decoding is successful or has failed. gpwer distribution for optimizing the layered-broadcast-
this case, the following secrecy key rate can be achievegoding scheme.

Lemma 1. [30, Theoreml] The secrecy key rate of a

single-level-coding based scheme is given by V. OPTIMAL POWER DISTRIBUTION
In this section, we derive the optimal distribution of

R =pr {R[” <log(1l+ h1p)} power over coded layers for our broadcast approach. The

a + secrecy rate given by (16) is hard to evaluate and optimize

X En, [R —log (1 + h2p)} » (24) due to the three-dimensional integrals. After some steps of

I : : derivations, we have an alternative form given as follows:
where R[! is the coding rate of the single-level codebook.

. 1 . ) _ Lemma 2. The secrecy key rate given by (16) is equivalent
This key rate Rs" still has the interpretation of the,

average of rewards (designated Byi(hy,hy)) collected o e B(\d
from all possible channel realizations. That & can be R, = max/ [1— Fi(x)] p(x) {/ [zﬂ} dz,
0 0

written as ) I(=) L+ yl(@))” 27)
Rl = Eha b [Al(hl’ hQ)} ) (@5)  with the constrainf (0) = P, andp(x) = —dI(x)/dx.
where Proof: The proof can be found in Appendix E. B
Ai(h1,ho) = (26) , L
{ R log(1+ hoP) if hy > CXP(R:])A - hy A. Opt|m§I Interference. D.|str?but|on .
0 otherwise. In certain cases, optimization @, with respect to the

power distributionp(x), or equivalently, the interference

) ) ) distributionI(z), under the power constraift can be found

C. Comparisons and Discussions by using the calculus of variations. First, we define the
The advantage of the layered-broadcast-coding (LB®)nctional of (27) as

based approach over the single-level-coding based agproac T By(y)dy

(SLC) can be readily observed by comparing the rewafd(z, I(z),I'(z)) = — [1 — Fi(z)] I'(x) [/ ﬁ} .

functions given by (20) and (26). First, in LBC, a positive o [1+yl(@)]

reward is obtained from the set of channel pas= A necessary condition for a maximum of the integral of

{(h1,h2) : hy > ho}; while in SLC, it is obtained from L(z,I(x),I'(x)) overz is a zero variation of the functional.

the channel seP’ = {(hy, hs) : hy > %(QR[” —1) > hy}. By solving the associated Euler-Lagrangian equation [32]

It is obvious thatP > P’, which means there are more timeJiven as

slots that contribute to the secrecy key generation for LBC oL _a (6L) =0, (28)

than for SLC. Second, the coding ra!! for SLC has to oI dx \ oI

be carefully chosen in order to balance between obtainigg have the following characterization for the optiniét).
a larger value of reward in a time slot (by increasing



Theorem 2. A necessary condition for optimizinf(z) in  exponentially distributed with means for ¢ = 1,2. That
order to maximize the secrecy rate given by (27) is to chooise the PDFs of the fading gaily, are

I(x) to satisfy 1 ( s ) if s>0
—exp | —+ T s >0,
/”” Fs(y)dy _ [1— Fi(z)] Fa(x) fils) = { (/)\t ' . otherwise, (33)
o [T+yI@)]?  fi(2)[1+al(z)]?

wherel(x) = 0 whenz < z or x > x;. Here,zy andz; .
can be found by setting(xo) = P andI(z1) = 0 in (29). Fy(s) = { 1 —exp (—%) if s >0, (34)

. (29
for t = 1,2 and the CDFs are

Proof: The proof can be found in Appendix F. & 0 otherwise.
In general, numerical computation is needed for solving, Single-Level-Coding Approach

(29) in order to obtain the optimal interference distributi . .
For comparison, we first calculate the secrecy key rate

I(z). For some special CDFB; (), an analytical form of : i L . .
I(x) is possible if the integral in (29) can be evaluated igh?r?esslgglrigvgtggmg 's used. As shown in Appendix

a closed form.
In the following, we consider two of such special cases. R 1
1) Non-Fading Alice-Eve Channelif the Alice-Eve R\ = max  exp NP x (35)

RII>0
channel is constant with channel power gain the CDF a Al
e 1
B\~ |- Elxs )
()~ ()]

Fy(z) is Fy(z) = p(x — x*), where u(x) represents a R~ exp 1
Ao P
where E;(z) = [ *[exp(—t)/t]dt is the exponential in-

unit step function. In this case, the optimal interference
distribution is given by
I(2) = 1-Fi(z) = (z —z") fi(z) (30) tegral function. It can be verified that the above function
z(x —x*) fi(z) — z* [1 = Fi(z)]’ is concave with respect t&!') and thus has a unique
which can be easily shown from (29). maximum, which can be searched numerically.

2) Non-Secret Layered Transmissiol:key-generation
is not considered and it is desired to find the optirh@gl) B. Layered-Coding Approach
to maximize the average reIiab_Iy Qecodgble rate at Bob in According to (32), the secrecy rate with layered coding
the non-secret layered transmission, this can be done Ryqer the optimal power control is computed numerically

assumingz® = 0 in (30). In this case, we have by evaluating
1-Fz) 1 2 exp(—z /A1) [exp(—z/Ag) — 1]
I(@) = - (31) R e
(@) ?fi(z) @ R:=X - 1+ azI(x))? (),
which is consistent with the result given in [29]. where the optimal interference distributiétz:) and bound-
ary pointsxzy andx; can be found according to Lemma 2
as follows.

B. S Key Rate With Optimal P Distributi N .
ecrecy Rey rate W pamat Fower LAsribution 1) Interference Distribution(z): As shown in Ap-

Finally, we have the following secrecy key rate under thgendix H, we have
optimal power distribution.

(38)

_BWdy _exp(-z/A) -1 (36)
Corollary 1. When the optimal power distribution is used, | 1+yl(z)]> I(=)[1+zI(x)
the following secrecy key rate is achieved: exp (1/21(x)) { | ( 1 > . <1 n II(I))}
R /“ —[1 = Fy(2)]? Fa(x)dI(z) (32) AoI?(x) "\ \e(z) N\ AeI(w) '
T h@) L +al(@)? 7 We also have
wherel(x) and(xg,x1) are found from the condition given [1— Fi(x)] Fa(x) _ M [1 — exp(—z/As)] _ 37)
by Theorem 2. fi(z) [1+ zI(x)]? [1+ zl(z)]
Proof: The proof is straightforward by combining Therefore, we can show after some steps of arrangements
Lemma 2 and Theorem 2. m thatI(z) is found by solving
7 1 (lt+al(@)\  Ael(@)[l + MI(z)]
VI. A RAYLEIGH FADING CHANNEL \al(z)) T\ Nd(z) )T [+ al(x)?
In this section, we assume Rayleigh fading for both {exp <_ 1( )) Cex <_ 1+ ﬂ(@) .
/\2[ xZ

Alive-Bob and Alice-Eve channels. The fading gainsare Aol ()



2) Boundary Pointszg and z;: We needs to find the different power constraints, the power distributions fonn
boundary pointsy andz; to meet the constraints that  secret transmission are on the same curve but have different
boundary points, which is different from the case for key
I(wo) = P and I(z1) =0. generation. Also, when the total transmit power exceeds a
By letting I(x¢) = P in (38), we can solve the equationcertain threshold, the power distribution for key generati
for zo. However,z; cannot be solved by this means sincés more concentrated over higher layers (as shown for the
we cannot let/(z;) = 0 in (38). Instead, we lef(x;) =0 cases ofP = 5 and P = 20); while the opposite can be
in (29) and find that observed wherP is small (as shown for the case Bf= 1
3 in Fig. 6.)
| Py =1+ dafexp(=a/2a) - 1,
0 VII. CONCLUSIONS

and In this paper, we have introduced a broadcast approach
[1 = Fi(z)] Fo(a1) = A1 [1—exp (—z1/X2)]. for secret-key generation over slow-fading channels based
fi(z1) on layered broadcast coding. We have considered a model in
Therefore,z; can be found by solving the following equa-Which Alice attempts to share a key with Bob while keeping
tion: the key secret from Eve. Both Alice-Bob and Alice-Eve
%1 channels are assumed to undergo slow fading, and perfect
21+ (A1 + A2) [exP (—)\—2) - 1] = 0. CSl is assumed to be known only at the receivers during

the transmission. Layered coding facilitates adapting the
Interestingly,z; depends only on the channel statisticgeliably decoded rate at Bob to the actual channel state
(characterized by\; and A, for the Rayleigh fading chan- without CSI available at Alice. The index of a reliably
nels) and not on the power constraifitNote that no power decoded layer is sent back to Alice via an authenticated,
will be allocated to a layer with its index higher than  public and error-free channel, which is exploited by Alice
(however, it is possible that some layers lower than and Bob to generate the secret key. We have derived the
still have zero power allocation, as shown in the numericathievable secrecy key rate and characterized the optimal
example). Finally, we remark that every equation discussggwer distribution over coded layers. Our theoretical and
in this section has a unique solution after excluding adfivinumerical results have shown that the broadcast approach

solution 0. outperforms the single-level-coding based approach fsigni
icantly, which establishes the important role of introchggi
C. Numerical Examples self-interference in facilitating secret-key generatover

Now we show some numerical examples on the achieSlow-fading channels when transmit CSl is not available.

able secrecy-key rates and the optimal power distribution
p(s). We consider the symmetric Rayleigh fading channel APPENDIXA
defined by (33) with\; = \» = 1. PROOF OFTHEOREM 1

Fig. 5 compares the secrecy key rates achieved by thd_et us first consider thd.-state fading wiretap channel
layered-coding and single-level-coding based scheméh (bdefined by Definition 2. We have the following result.
optimized). We also compare them with t.he secrecy raI'Eemma A.1. For theL-state fading wiretap channel defined
when perfect and noncausal CSI of the Alice-Bob channg L ) . ) )
) . ) . T . by Definition 2, the following key-rate is achievable:
is available to Alice. In this case, Alice is able to adapt itS

transmission rate based on the CSI at each time slot. We p_ — Z Z Pr (h1 =plhl py = h[lz]) = (39)
still assume a short-term power constraint and thus Alice I la<hy

does not adapt power in contrast to the scheme given by I Bliz] o1l

[12]. Without CSI at Alice, the secrecy key rate achieved [T[l] —log <1 + pL : )] ,

by the layered-coding based scheme is significantly higher. ;57 1 4 hliz] D icia pll

This shows the benefit of the broadcast approach due to the 0 2 (7] 0

introduction of self-interference in transmission. yvhqre we assume thgtl < h* < --- < A%} andr
Fig. 6 shows the optimal power distribution over codelf 9VEN by

layers. A trend is that more power is distributed to lower UMY

layers as the total transmit powd? becomes larger. In rll =log <1 + T : ) : (40)

general, the optimal power distribution does not concéatra L+l

much on a certain layer (or a small set of layers), especially Proof: We relegate the proof of Lemma A.1 to Ap-

when P is large. We also compare the optimal powependix B. |

distribution for maximizing the secrecy key rate in key- It is easy to observe that the result given by Theorem

generation and that for maximizing the average reliably is a continuous version of Lemma A.1 (ds — o0),

decodable rate at Bob in non-secret transmission. Widmd can be shown by following some standard steps in a
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Fig. 5. Secrecy key rates achievable for the layered-cebasgd approach, the single-level-coding-based appraachwhen perfect CSIT is available
at Alice noncausually.

straightforward manner. We omit these steps and next prq\Wl[“t], WQ[“t], R WW'}) are defined for = 1, 2.
Lemma A.1 only. We useX,, = X% to represent the set of code-
words sent in them-th time slot, Xﬁft] and ngf] (for
APPENDIXB t = 1,2) to represent the sets of reliably decoded,
PROOF OFLEMMA A.1 and undecodable layers, respectively. Furthermdte=

D] _ [D:] ~[D:] [D:]
A. Secret-Key Generation For THe State Fading Wiretap (Xl’XQL; - "XM)’[Ui( ] (X[lut] X3 X
Channel and XMl = (X7 Xy X)) are the set, re-

) ) ] liably decoded set, and undecodable set of codewords,
The key-generation scheme for thestate fading wiretap respectively, over allM time slots. In addition)Y; —

channel is similar to the scheme outlined in Section IlI- Y11,Y10,....Y 1) andYs = (Yo, Yoo, ..., You)

The encoding and decoding in the communication phaggs ihe signals observed by Bob and Eve, respectively, over
have been discussed in Section IlI-B. To proceed with thg 1/ time slots.

key generation phase, we will use the following notation |, the key generation phase, two parameters of the key
(some of which has been explained previously but is rgzneration codebook ar and R,. For the L-state fading

peated here for ?&se of reference). wiretap channelR, is given by (39) andR is given by

Let W,, = Wp, ] represent the se[t]of messages sent . z
by Alice at them-th time slot and W} represents the 0 [4]
. = Pr(hi=h 41
message sent at tligh layer. At Bob, the reliably de<[20(]jed R ; ' ( ! ) z;r ’ (41)
Dy = 1=

message set at thei-th time slot is denoted byVy, L
and the undecodable message set is denotedVi . wherer[" is given by (40).

At Eve, similarly, the reliably decoded message set is

denoted byW,."?' and the undecodable message set B Genie-Leaked Information

Wkl We useW = (W1, Wa,...,Wy) to represent  Inthe communication phase, we assume that the message
the set of messages sent over all time slots. Simi- conveyed by each layer is chosen independently of those
larly, WP = (WP wiPd  wiPdy and Wi = at all other layers and uniformly at random. That is, at
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Fig. 6. Optimal power distributions for maximizing the sexy key rate in key-generation (“key-gen”) and for maximgithe average reliably
decodable rate at Bob in non-secret transmission (“noreggavhen the normalized transmit power 8= 1, 5, 20.

time slot m, the messagé%[,? sent by thel-th layer, is Following the partitioning of messages, we théLDl] =
randomly and uniformly selected froril,2,..., 28"} wiPY, WP = ¢, and Wi = wWlkel oyl

m m

One can always assume that the random message is geHence,W,, is decomposed a&/,,, = wiP « W,[ﬁ“] X

ated through a two-step procedure: first, two messaigés W,5"l. By letting Wil — (1[0l yizfal o yisldy
and W,/ are selected randomly and independently, wheemd W41 = (17 W) W)y we haveWw =
Wil e {1, 2Vl and Wl € {1,..., 2V}, where  WIP1l x Wlth] » Wl correspondingly.

= w0 — 7l Then, messagévl! = Wil x Wl is

We assume that there is a genie who gives the message
formed.

setW1l to Eve. This is a useful step to enable us to give

Note that this procedure is assumed only for facilitating hound on the equivocation rate with respect to the Key
the proof and is not actually required for encoding. In fackt gye.

# can be any value as long s< ) < I, For example,
we can assume the following value f@@:
o If 1 <1< lim (|e,l S Dlm)a

One might wonder if this genie-leaked information ben-
efits Eve and eventually reduces the achievable key rate.
In Fig. 7, we illustrate that the genie-leaked information
Al = (42) does not benefit Eve. Here, let us consider a spetial

state fading wiretap channel for which = 3 and the
support of both Alice-Bob and Alice-Eve channel gains is
S hampl! {h, L2 BB Itis easy to see thal, X" £ () if and only
T = min g7 log | 14 1+ hom 37 B »if hy, = A2 andhs,, = Al for a time slotm. Therefore,
2m 2ei=t41 P 43) We can focus on such a time slot. We habe,, = {1,2},
wherel,,, is the feedback layer index (i.e., the highest inddftm = 13}, Pam = {1}, andlam = {2, 3}.
of the decodable layers at Bob) in time stat Again, the X}/ is decoded and subtracted by both Alice and Bob
feedback and channel information are not needed during fiiem their received signals. Therefore, we consider only
transmission since the two-step procedure is not actuaw,i] andX!¥, whereX!? contributes to the key generation
executed. and Eve tries to deduce information g2, while X5

o otherwise,
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B LA As shown in Appendix C and D, the two terms in (46)
8 B O O can be bounded as in the following,

H(X|Yo, W hy hy) > n(R, — dn.a), (47)

and
H(X|Y27K1W[Ml]7hlah2) S n(S‘/N,]W? (48)

wheredy;, M,(SNM — 0 whenN, M — cc.
By comblmng (46), (47) and (48), we have

nRe = (K|Y2, v hg) > n( (5) (49)

log(1+ ) (3

which gives the perfect secrecy requirement that is

Fig. 7. An illustrative example to show that the genie-lehkgormation R >R s
does not benefit Eve. e = fts ™ Y
whered — 0 asn — oo (actually N, M — o0). Hence, we

plays the role of interference. Fig. 7 shows the rate §Pmplete the proof.
information that Eve can deduce dﬁfj versus the rate

of interference codebook. (The rate region resembles that APPENDIXC
of a multiple access channel. Some related discussion can PROOF OF(47)
be found in [27].) _ _ First, let us denote
Eve uses the genie-leaked information to reduce the rate Wi
of interference codebook. To achieve this, Eve U$gd to Ey £ H(X[Yy, W 1y hy).

i i 3] (1718 i
obtain a thinned codeboak®(W;,,'). Thatis, among all the ;¢ 14 independent coding at each time slot during forward
codewords in the orlglnal codebodk’, i.e. only the ones transmission, we have

corresponding t(W are kept and the rest are eliminated. 5
However, if the side information is given properly, Eve doesEi = H(X, Y2, W hy hy) — H(Yo, W 1y hy)

not benefit from the genie. As shown in Fig. 7, the side M }
information does not help Eve’s eavesdropping if = Z H(X,, Yom, W,[ﬁ“], Rims hom)
m=1
3 < rBl —log (1 + hzmp[g]) : M
, iy : : — Y H(Yom, W by, hop,
Under this condition, the pair of coding rates @ and z:: (Y2, W, B, ham)
cB(W) is represented by any point on the line segment M
from A to B. A reward of = Z H(Xon | Yom, W b ho).
hopmpl?!
Ay =l —log (1—!—72 P >
1 4 hapm,pl3l Furthermore, we have
is coIIe<_:ted from time slotn in contributing to the key B > Z H(Xm|Y2manr[TZ«:{1]7hlmah2m) (50)
generation. it
_ iU
C. Equivocation Calculation = Z H(Xm|W7[nl]’h1mvh2m)

meM+
+ H(Yom | Xom, W By how)
- H(Y2m|W,[g1], him, ham)

Now, we are ready to compute the equivocation rate with
respect to the keys at Eve:

H(K|Y5, %, hy) )
> H(K|Y3, ¥, hy, hy, W) (44) = Z+H(XmlWﬁf’”) + H(Yom|Xom, ham)
~ H(K|Y2, W) by hy) v (45) TE;(Y%'W%]’ - -
= H(K, Y27X|W[Ml]v7 h17h2) — H(Y2|W[u1]’h17h2) > Z Xm|W,[gl]) +H(Y2m|Xm,h2m)
— H(X|Yq, K, W h; hy) v
> H(X[Y2, W) by hy) - H (Y2m|h2m> (52)
— H(X[Y2, K, W] hy hy), (46) > Z W) — I(Xp: Yom|hom)  (53)
meM+

where (44) is from the property that conditioning reduces
entropy, (45) is due to the fact thalt is a deterministic where M* = {m|m € {1,..., M}, h1,, > hop} is the
function of h; and Y. set of time slots in which Alice-Bob channel is better than
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Alice-Eve channel), (50) follows from the property that WhenM — oo, we have
entropy is non-negative, (51) follows from the propertyttha 0] la] )
W X,, © Yo forms a Markov chain, and (52) ©1 2 N Y > M {Pr (hl =h he = h ) - 51}

follows from the property that conditioning reduces engrop b la<h
Iy
I
To bound (53) further, we have » Z g [ 1+ pL | _ 5
. 1+ hll S, pli
H(X |W[Z/l1]) I=l2+1 i=l+1
L =n(Rs — 62), (57)
=N <Z Tﬂ) whered, — 0 when N — oo and M — oc.
=1

_llm L l
- N ZTM + Z log <1 + framp!! )] APPENDIXD
Li=1

Rt 1+ hom Sy P PROOF OF(48)

(54) First, we denote

[lim L
=N Yl 4 log <1+h2m 3 p[llﬂ (55) By £ H(X|Y,, K, W hy hy).
Li=1 I=lim+1 . . .

ot To give a bound on¥,, we consider Eve’s decoding of

wherel,,,, denotes the index of the highest decodable lay& i-€., the codewords sent over dll layers andM time
at Bob in time slotmn, and (54) follows from (43). We also Slots, by assuming that Eve observis and h,, and is

have given (by a genie) the side informatids, W andh;.
Note thatX = X[P1JuXtl whereX ] plays the role of
I (Xom; Yom|hom) interference and is not used in the key generation. To bound
E5, however, we need Eve to decode the interference given
=1 (XL?2],X%2];Y2m|h2m) the genie-aided side information.

7 (XE2];Y2m|h2m) n (X%];Yzlefﬂ, hzm) Givenh; andh;, Eve is able to partitioX as

< H(Xmﬂ) + 7 (X%2];Y2m|X[D2], th) X =Xpm+ UXpg- (58)

m m

Loy L where MT = {mlm = 1,....M, andhy,, > ham},
<N Zr[l] +log [ 1+ hop Z p[l] + 01, (56) M~ = {1, .. .,M}/M+, X./\/H = {Xm|m S M+}, and
=1 P Xm- = {X|m € M~}. We consider the decoding of

X+ andX - separately as in the following subsections.
wherels,, denotes the index of the highest decodable layer
at Eve in time slotn, andd; — 0 asN — oc.

A. Decodi X -
Combining (53), (55), and (56), we have ecoding OtX rq

We note thatX ,(- can be partitioned as

lhn

ElzN{ 3 [ Sl X = XDy xel, (59)
memr ZZIZMH ] Based orY,,,, and side informatioi’,*"), Eve performs

o1+ ham 3 121,41 P — 6 the decoding ofX,,  for each time slotm ¢ M™T
14 hom ZZL:llerlp[l] independently. The decoding is performed in two steps:
_ NZ Z 4 (h _plhl g — h[l21) « 1) Decoding otx[jj%: For eachm € M~, Eve decodes

<l ' e x D] (decodable layers for Eve) directly based ¥,

I Blia] 0 U without using side information.

[ Z il —log (1 + Zl:lLfrlp ) _ 51] 2) Decoding otx%ﬂz After subtractingX'>?! decoded
I=l3+1 1+ hlt2] Dt pl previously, Eve attempts the decoding Kﬁ?] using the
_ NZ Z 4 (h1 — plil p, = h[z2]) % side informationW,[n“l]. More specifically, considering the

el ’ decoding of X! for layer I € Usp, We use}!, which
I (o] ] i§ availaple since we havél,, C U1, and therefore
S| g (14 h™=p 5% Wil e Wl we denote byc(1)) the thinned code-
st 1+ hli] Zf:lﬂ plil book corresponding to the genie-informed messHge.

The size ofcll(W}]) is 2¥7, where 7} is given by
l

where # (hy = hl"") hy = hl2]) denotes the number of (43). Eve attempts to decods!! using (W) after

time slots (out ofM slots) thath, = hl1] andhy = hl2l.  subtracting the layers lower thdn denoted byX -1,
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For any typical sequencexﬁfl andY,,,, it can be shown  Eve constructs a list,, such that
that
T ={X,, (X, Yo) = 1}. (61)

1 (XLQ?Y?MXL}%(Z 1)]) That is, 7,, consists of the sequences such that the corre-
By pll sponding codewords coming from codebo@k&:m"¢2m]
> N |log |1+ T o) e are jointly typical withYs,, given thatX'?? has already
Lot hom 3550010 p been decoded and canceled. Finally, Eve constructs @ list

. 0. . o by concatenating sequencesd for all m € M.
Hence, Eve is able to decodé[m with an arbitrarily small Suppose thak is the super-sequence corresponding to

error probability whenN — oo. By performing decoding the transmitted codeword€®Y 1 X Given the two

. Us] M M
for all £ & Uy, successively, Eve decodas. lists £L(K') and7, Eve attempts to fin&. Eve declares that

X were sent, ifX is the only common super-sequence in
B. Decoding ofX -+ both £(K') and7 . She declares an error if there is no super-
sequence or more than one super-sequenc&gin) N 7.
Hence, there are two error events correspondingly,
Xao =X o (X nxBe uxfel, @0 & X gLunT, )
&y :there existsX # X, andX € L(K)NT.
and Eve performs the decoding df .+ through the The Asymptotic Equipartition Property (AEP) implies that

following three stepg: . Pr(&)) < €1, wheree; — 0 asn — oco. Pr(&,) is bounded
1) Decoding ofX[Mi]: Eve decodexgwﬂ directly based 3as the follows:

on Y, without using side information.

We note thatX \,+ can be partitioned as

2) Decoding ofX[/aﬂ N X%ﬂ: Eve decodexﬁﬂ N Pr(&) <E Z Pr (X c £(K))
X%ﬂ jointly based on a list decoding argument, which is XeT XX

explained in details as in the following. A similar argument —nR.
based on list decoding was given in [12]. = ]E{HEHZ } ’ (62)
Definition 3. SequenceX,, is the concatenation of theWhere”LH represents _the siz€ of the li&t and (62) follows

m - from the uniform distribution of super-sequencesfif¥).
codewords sent from the group of communication code- .

Duntbon] (o X — |5xclzmt] X[l To .proceed, we need to give a bound|pfy|. We denote
books € (e X, = |Xo™ . Xm™ ) the size ofL,, to be ||Lm|. For anym € M*, || £,m|| can
The concatenation of sequencXs, for all m € M* is pe pbounded as the follows:
called a super-sequence, denotedXy

The length of sequencX,, is N(lim — lom), and the [[Lm| =E Zv(Xm,Yzm)
length of super-sequence is thereforeN > (¢ (lim — X
lam). Therefore, the length of a super-sequence dependsy | Z E{y(X,,,Yom)}.
on the channel realizations &f, and h, for a finite M. X 7x -
However, asM — oo, it can be seen that the length does e - .
not depend on the channel realizations. N(th r[”) N{_10g<1+%> +€2}
As shown in Fig. 8, Eve generates two lists of such supefs 1+ 2 \7=zmtt 5 /2 o=
sequenceg and7 based on genie-provided secret K&y N{z“m {rm—log<1+ hampl )} e }
and joint-typicality, respectively. <9 [=lam Lham 2y Pl ’
First, given a secret ke, Eve narrows down to bin ) )
B(K) in the key generation codebook. Since the mappityi€recz, e3 — 0 asN' — oo. The size ofL is then bounded
function g is deterministic (one-to-one) and encoding in th@S
communication phase is also deterministic, Eve is able HQH _ H Lol
generateL(K), a list of super-sequences each of which
corresponds to a codeword in bE{X’). Hence, the size of
L(K)is ||L(K)|| = 2nfe.

meM+

Iy 1 o0 hompl!]
NZmEM+{Zl:T27n+1 |:T 10g<1+1+hr2m Z'LL:l+1 plil +es

For eachm € M™ and any possible sequengg,,, we <2
define that As M — oo, by following steps similar as those for deriving
o if (XD v, Y are jointly typical wherX D2 are  (57), we have
decoded and substraced frovy,,,, Izl < on(Rs—ea) (63)
VX, Yom) = 1; Now we can combine (62) and (63) to obtain that

« otherisey(X,,, Yo,) = 0. Pr(&) <27 — 0, (64)
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S PR = S @

L]

S ()

Fig. 8. Two lists of super-sequences: (a) i3tK’) constructed based on genie-provid&d (b) list 7 constructed based on joint-typicality.

asn — oo. Hence, the average error probability fomwhere
decodmgX[Dl N X[“+ is bounded by

hi [ ph
1 1 d
Tyi(h1) = / / Spls)ds d[1 = Fa(h2)],
Pr(é’l @] 52) < PI‘(gl) + Pr(é'g) — 0, 0o |[Jhe 1+ SI(S)
(67)
asn — oo. Thus, Eve is able to find the right super- hi [ pha hop(s)ds
sequenceX with a vanishing error probab|I|ty Sinck and  Ty(h1) / / T4 hal(s) d[l — Fa(h2)].
D] (U 0 ho 2 (S)
and the group of codewords "/ OXM+ are related by a (68)

one-to-one mapping, we conclude that Eve is able to decode
X[Dll N X[“+ with a vanishing error probability.

3) Decoding ofX',, “1] : Eve subtract§([D2 andX[731 N A. Evaluation ofT}

X%ﬂ from Y, based on the two previous decodmg

procedures, and tries to decoad"] using the thinned

codebookg U1/ (W 1), The decoding procedure is similar

to that discussed in subsection A.2. Toi(hy) = [/hl sp(s)ds ] (1= Fy(hs)]
h )

Finally, we conclude that Eve is able to decadeyiven 1+ sI(s

T1:(h1) can be evaluated by integrating by part. We have

h1

2 0

Y, the genie-informed (secret-key) informatién and the hy Iy (u)d
side informationW 1], Hence, Fano’s inequality implies _/ [1— Fy(ho)]d / upwjan
that 0 ho 1 + UI(’LL)
h h
B ! (s)ds / ! (s)ds
By = H(X|Yy, W, W h) hy) <né, —0, (65) - /0 1+ sI(s) i 0 1= Fls)lg + sI(s)
h
! sp(s)ds
asn — oo. We thus complete the proof of (48). - _/O F3(s) 1+ sI(s) (69)
By another integrating by part, we obtain
APPENDIXE o
PROOF OFLEMMA 2 T, = / Tyi(h1)d [1 — Fy(hy)]
0
We can rewrite the secrecy key ral& as = Tyi(h) [1 = Fy(h)]|5° — / [1— Fy(h)] d[Tyi(hy)]
0
=4~ =— [ [ =Fu(h)]d[T1;(h)]
= Tyi(h1)d[1 — Fy(hy)] —/ Tai(ha)d[1 — Fy(h1)], oo d
/ 0 - / (1= Fy(s)] Fa(s) 2295 (70)
(66) 0 1+ sI(s)
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B. Evaluation ofl% N p(h1) | 1= Fy(hy) _1+/’“ fa(ha)dha
Ty;(h1) can be rewritten as I(h1) |14 h1l(h1) o 1+hal(hi)|’
. I (74)
Toi(hy) = M [1— Fy(hy)] where we have used integrating by part to get to the last
T e 1+ h2l(s) e 0 equality.
- /m - By(ho)d /h1 hop(s)ds Putting (74) into (72), we have
; 2(he hy 1+ hol(s) iTg-(hl) __By(h)p(ha) n p(h1) [ fao(ha)dho
h h dhy ! I(hl) I(hl) o 1 —l—hg](hl)
= —/ [L- By(s)]d / " hapls)ds (75)
0 2 ny L4hol(s)| Now, we can evaluatéy, by
Notice that T, = / Toi(h1)d [l — Fy(h1)]
h 0
' hap(s)ds 0o
—————— =log (1 + hol(hs))—log (1l + hol(h
/,Lz T+ hol(s) 08 hellhe))—log (L + hel(h)), —/0 [1— Fy(ha)] dTi(hy)
and therefore _ /°° [1— Fi(h1)] FQ(hl)p(hl)dhl
d /’“ hop(s)ds | _ I(hs) —hop(ha)  I(h) 0 I(h1)
dha | )y, 1+ hol(s) 14 hol(ha) 14 hol(hy) B /OO [1— F1(h)] p(hy) l /m fa(hs)dhs dh.
Hence,T»;(h1) can be written as 0 I(ha) o L+hal(h) 26
N (76)
Do) = = [ (1= Faia)] C. Evaluation offt, T, — T
I(hg) — hap(h2) I(hy) dh 7 Using (70) and (76), and replacing the variable and
1+ hoI(ho) 14+ hoI(hy) 2 (71) ho with 2 andy, respectively, we have
Furthermore, we have R — /°° [1— Fi(2)] p(x) [  hydy  F(z) ]
dhy 2N 2 1+ hl(hy)

> Y Fy(y)dy
= [ [1=Fi@)]p(x) —, (77
d hy i I(hy) o - /0 P [/0 1+ yI(x)] ]
*am /0 1= £ 2)]1+h21(h1) 2|+ (2 hich is (27).

To proceed, we need to interchange the operation of APPENDIX F
differentiation with respect tdh; with the operation of PROOF OFLEMMA 2
integration overh,, where the integral domain is also a The functional of (27) is defined by
function of h;. We use the property that for any real .
differentiable functiorp(z, y), we can write L(z,I(2),I'(z)) = — [1 — Fy(2)] I'(2) [/ Fy(y)dy } _

%/ p(z,y)dy = p(z,z) +/ T"dy- (73) A necessary condition for a maximum of the integral of
0 0 L(z,I(x),I'(z)) overz is a zero variation of the functional.

In particular, we have For characterizing the optimdl(z), the Euler-Lagrangian
d hy I(hy) equation [32] gives a necessary condition denoted by
ahs l/ = RO ’“1 OL _d (OLY
0 7 - 07 (78)
I(h) ol  dx \0I
=[1— Fy(h1)] T hl(hy) for which we have,
ha oL T oyFy(y)dy
9 I(h) — =21 - Fi(x I’x/ %, (79)
+ [ 0= Ra) g | or =2, Bt

OL _ o gy [ P2)dy
5t () o = h-Re) [ e @

)
(
N d oL _ T _Bydy
+ p<’“)/0 (1= Fy(ha)] d———— dz T fl(x)/o [1+yl(@)”
)
(

- RE) g [ e

1+h1] hl) dI



with
d [T F(y)dy
dx Jo [1+yl(z)
B  opy yF(y)dy
[+ al(@)’ ( )/0 [+ yl(z)]>
Using (79), (81), and (82) in (78), we have
/”” Fy(y)dy _ [1— Fi(z)] Fa(x)
o L+yl@)P  [1+zl@) filz)

Hence, we proved Lemma 2.

(83)

APPENDIX G
PROOF OF(35)

According to Lemma 1, the secrecy rate is
R
— Pr [R“] < log(1 + hlP)] Ep, [R“] “log(1+ hQP)}

B
— Pr{h > h*}/

h*
= exp _A_l X

hi
RUE,(h¥) —/O log(1 + th)fz(hz)dhzl ; (84)

“log (1 + hQP)] Faha)dhs

where b = [exp(RIY) — 1] /P. By using integrating by
part for the integral in (84), we have

hi —exp (—ha/A)] P

b
o) [ e,
—SPATN ) ), 1+ hoP 2
h M exp (—ha/X2) P
R Rm—/ P Zha/22) gy,
P ( )\1> o 1+ hoP 2
By letting ¢ = (1 + h2P)/(X2P), we have (1]
R[Sl] = exp (—%) X 2
14+hi P [3]
1 2P ex (—t)
1] _ _ p
R exp <)\2P> /L " dt
Ao P [4]
e < hi“) x
= X _——
U (5]
1 1+ hiP 1
n _ _ B e Sl R =
(e () |2 (557) - ()
By usinghj = [exp(R!!)) — 1] /P, we can obtain (35). (6]
APPENDIXH (7]
PROOF OF(36)
We can write
/ Blydy /m 1 —exp(~y/A2) , (8]
o I+yl@]® Jo [1+yI@)
v d v —y/X2)d
:/ Y . _/ eXP( y/ 2)2,7]7 (85) 9]
o [1+yl(z)] o [1+yl(z)]
T3 T4

Ts
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and evaluatd; and T, separately. First, we have

T

T3 = ——.
1+ xl(x)

(86)

(82) To evaluateTy, we have

n:_/
O

exp (—y/A2) 1
1) d[uymc)}

exp (— y//\g) 1 /I

) 1+y1() o Nl(z) Jo

[1 exp ( 117/)\2)}

1

exp (—y/A2) dy
14+ yl(z)

14+ 2I(x)

exp (—y/A2)
Nl (z )/o L+yl(z)

Ts

(87)

d[1+yI(z)].

+ By letting 1 4+ yI(z) = t, we have

exp (1/X21(x))
Ao I2(x)

L) oxp (—t/ Ao ()
X /1 t/A2l(x) !

L\ﬂt(ﬂ?) }

- /\glé(:v) P <)\2[1($)) b <)\2;($)> 1+al(x)
1 1
TNl P (AQI(I)) X
[Ei ()\211(:0)> — b (1;2;{5)” -9

Combining (86), (87), (88) and (85), we can obtain (36).
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