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Abstract—This paper considers the problem of secret com- d A
munication over a multiple access channel with generalized Xy % =\
feedback. Two trusted users send independent confidential @s- Wl MAC-GF-cM [ 7| DEC | o
sages to an intended receiver, in the presence of a passive 2
eavesdropper. In this setting, an active cooperation betves two « PIY.Z, Y3, Y [ X1, X5)
trusted users is enabled through using channel feedback in W, 2 —Z—E—»H(Wl,wzu)
order to improve the communication efficiency. Based on rate
splitting and decode-and-forward strategies, achievablesecrecy d Y,
rate regions are derived for both discrete memoryless and

Gaussian channels. Results show that channel feedback imgwes Fig. 1.  The two-transmitter multiple access channel witmegalized
the achievable secrecy rates. feedback and confidential messages.

. INTRODUCTION wiretap channel [6], the interference channel with confidén

The broadcast nature of wireless medium poses both beheo>ades [7], and the relay-eavesdropper channel [8], [9].

i : o The multiple access channel with generalized feedback

efits and penalties for secret communication. The openn , X : o
. . . e . (MAC-GF) without secrecy consideration was studied in {0]

of wireless medium provides opportunities for cooperati

g o 5]. The terminology “generalized feedback” refers to the
between trusted users, which improves the communicatfen ef . . T . X ;
. X I wide range of possible situations, including the MAC withou
ciency. On the other hand, it makes the transmission extgem

. . L . .Feedback, the MAC with output feedback, the MAC-GF with
susceptible to eavesdropping. Anyone within communicatio : . .

. : . . independent noise, the MAC with conferencing encoders, the
range can listen and possibly extract information.

Those two opposite aspects are reflected in the SyS,[%elay channel and many others. A special case of the Gaussian

model as shown in Fig. 1, where we consider a muItipnirE';egl ngofez :‘:’l E?g] so-callediser cooperation diversity

e

access channel in which two mutually trusted users commu- . L .
) X . ; ; : In this work, we study secret communication over a multiple
nicate confidential messages to an intended receiver, in the

resence of a passive eavesdronper. Channel feedbackeenstcess channel with generalized feedback. Based on rate-
P P PPE. splitting and decode-and-forward strategies, achievedaieecy

cooperation between two trusted users and consequentl¥a{31€ regions are derived for both discrete memoryless and

higher c_ommunlca'uon efﬂmency. we refer.to this channel ?’;s ussian MAC-GF-CMs. Several special cases of the derived
the multiple access channel with generalized feedback an

confidential messagdMAC-GF-CM). The level of ignorance achievable secrecy rate region mclude. the rate regionkeof t
. : ; two-user Gaussian multiple access wiretap channel [6], the
of the eavesdropper with respect to the confidential messageelay-eavesdropper channel [8], [9], and the MISO wiretap

is measured by the equivocation rate. This approach was 1) [17].

first introduced by Wyner for the wiretap channel [1], in The remainder of the paper is organized as follows. Sec-

which a single source-destination communication is eaves . X :
; ; fion 1l describes the system model. Section Il states ounma
dropped upon via a degraded channel. Wyner's formulation

. 2 . . esults on achievable rate regions for the discrete memssyl
was generalized by Csiszar and Korner who determined L?bﬁC-GF-CM Some implications of the results are given in
capacity region of the broadcast channel with confidentige ’
messages [2]. The Gaussian wiretap channel was consideéeFﬁ_
in [3]. More recently, multi-terminal communication with
confidential messages has been studied further. This work is Il. SYSTEM MODEL
related to prior works on the multiple access channel with

confidential messages [4], [5], the Gaussian multiple acc SA two-user multiple access channel with generalized feed-
9 T P Back and confidential messages consists of two transmiders

This research was supported by the National Science Fdandahder intended rece|-ver, and an eaveSdrOpper' as dep|cted i Fig.
Grants ANI-03-38807 and CNS-06-25637. The channel is denoted byX( x Xs, p(y1,y2,y, 2|21, 22),

tion V. Section V states our results for a Gaussian MAC-
CM with two numerical examples.



V1 x Vo x Y x Z), whereX; and x> are input alphabets; IIl. DISCRETEMEMORYLESSCHANNELS

Y and z are output alphabets at the intended receiver andyye first state our results for discrete memoryless channels.
the eavesdropper, respectivelyj and ), are the fgedback Theorem 1:(Partial Decode-and-Forward)

channel output alphabets; aneyi,y>,y, z[v1,22) IS the oo gigerete memoryless MAC with generalized feedback
t_rans!tlon propablllw matrix. The channel is memoryless a and confidential messages, the secrecy rate regiory) is
time-invariant in the sense that achievable, wher& (7;) is the closure of the convex hull of
P(Y1i y2i, vi 2ilX5, x5, ¥1 L ys ) = p(y1i yai, v, il @i, w2:) @l (Ra, Rp) satisfying

wherexi = [z, T, ..., z4] for t = 1,2. The superscript Ry = Ri9 + Ri2, Ro = Rao + Ro1 ¢
will be dropped wheni = n in order to simplify notations. Rio+ Rig < I(X1;Y| X5, V1, U),
Encoder 1 and encoder 2 send independent mes$tges Rao + Rag < I(Xa; Y| X1, Va,U),
W, = {1,...,M1} and Wy € Wy = {1,...,M2} to the Rio + Rao +R10 +R20 < I(Xl,XQ;Y|V1,V2,U),

intended receiver im channel uses, in a cooperative way by Ris + Ris < I(Vi: Ya| X2, U)

using the feedback signaly:,y2). Fort = 1,2, a stochastic R B < IVo: Vi I X U
encoderf; for usert is specified by a matrix of conditional Ri; i Rz; —i_—R(lzg—,F }1%|21 1 U),

probabilities f(zs;|ws,y; '), where z;; € X, w, € W, < I(X1, X0: V) — I(X1, X0 7).

yitey ! andzzﬁ_f(:ctﬁwt,yi*_l_) =1,fori=1,...,n, Ruo. Roo. Riz, Roy > 0.
Wheref(a?tilwt,yz_l) is the probability that encoderoutputs (Rw Roo. Rio Rm)—e C(Rlo Rao. Rio Rﬂ)
x,; when message, is being sent angt: ' has been observed ’ ’ ’ ’ ’ ’ ®)

at encodet.
The decoder uses the output sequenéeto compute where
its estimate(wn, w2) of (wy,ws). The decoding function is

specified by a mapping : Y — Wy x Wh. C(Fao, a0, Rz, By ) =

An (M, Ms,n, P,) code for the MAC with generalized (Ry0, Rao, Ri2, Ry > 0) :
feedback and confidential messages consists of two sets of Rip < I1(X1; 71 X2,V1,0),
encoding functions;, t =1,2,i=1,...,n and a decoding Ry < I(Xo; Z| X1, Vo, U), (6)
function ¢ so that its average probability of error is Rio + Roo < I(X1, Xo; Z|V1, Vo, U),

Rio + Roo + Ro1 + Ry = (X1, X2; Z).

1
Po= > ML, Pr{¢(y) # (w1, w2)|(w1,w2)sent.  andr; denotes the class of joint probability mass functions
(w1,ws2) ) p(u,v1,v9, 21, x2,Y1,Y2,y, 2) that factor as

The level of ignorance of the eavesdropper with respect to  p(u)p(vy, 21 |u)p(ve, T2|w)p(y1, y2, Y, 2|71, T2).
the confidential messages is measured by the equivocat®n ra ) o
H(W, Wa|Z) /n. Theorem 1 illustrates a rate-splitting strategy. The rdtes

A rate pair (Ri,Ro) is achievable for the MAC with @nd R are split asR; = Rio + Riz and Ry = Rag + Ra,
generalized feedback and confidential messages if, for affjereRi2 and i, are the rates of information sent by both

e > 0, there exists ani{(1, Ma, n, P) code so that transmitters cooperatively to the intended receiver, evil
and Ry, are the rates of non-cooperative information sent by
My >2mB My, >onfe po<e (2) user 1 and user 2 individually to the receiver. The random
variableU represents cooperative resolution information sent
and Ry + Ry — H(Wy, Wa|Z)/n < e ®3) by both transmittersV; represents information (at rat;-)

for all sufficiently largen. The secrecy capacity region is théhat user 1 sends to user 2 to enable cooperatiprepresents
closure of the set of all achievable rate pdif, Rs). information (at rateRy;) that user 2 sends to user 1 to enable
We note that the perfect secrecy condition (3) implies cooperation. _
1 1 Ry, Roy, Ri2 and Ry represent the rates sacrificed in
Ry~ ~H(Wi|Z) < e and Ry — —H(W2|Z) <. (4) order to confuse the eavesdropper completely. The sum rate
e||(,')SS isI(Xl,Xg;Z). When we setZ = & (in the case of
no eavesdropperRio = Reg = Ri2 = Re1 = 0, and hence,
our result becomes the rate region of the MAC with general
feedback as given in [14].

and therefore th@int perfect secrecy requirement is strong
than theindividual perfect secrecy requirement.
This can be shown as follows:

HWh|Z) = H(Wi,Ws|Z) — H(W,|Wy,Z) The achievability scheme is based on the combination of
> H(Wy)+ H(W3) —ne — H(W|W1,Z) superposition block Markov encoding [13], backward decod-
> H(W)) — ne ing [15] and random binning [1], [18]. We outline the proof

R in the Appendix.
(R —e). Remark 1 The rate region may be enlarged by using the
Similarly, we can show that (3) implie§ (W>|Z) > n(Rz—e). channel prefixing technique in [2, Lemma 4]. However, we do



notation and the intractability of its evaluation. [ ~----- [
Wi

not follow this approach in this paper to avoid its complézht EE i &

X
ENC 1 ! 4

If we require thatR; = Rj;» and Ry = Ry, that is,
all information is sent cooperatively and each user cary full
decode the other user’s message, we have the following.resul
Theorem 2:(Full Decode-and-Forward)
The secrecy rate regidR(7;;) is achievable, wher® (7rr)
is the closure of the convex hull of alR;, R») satisfying

(Rl,RQ Z O) :

Ry < 1(X1;Y2| X2, U),

RQSI(XQ;Y1|X1,U), (7)

Ri + Ry < min{I(X;;Y2| X2, U) Fig. 2. A Gaussian MAC-GF with confidential messages
+1(X2; V1| X3, U), 1(X1,X2;Y)}
—I(Xl,XQ;Z).

C. MISO Wiretap Channel

o N ) When each transmitter can obtain perfect channel feedback,
wherer; denotes the class of joint probability mass functloq.se” Y, = Vi andY; = Vi, we have a virtual MISO wiretap
p(u,x1,22,91,92,y, 2) that factor as channel. We set; = X; and Vs = X, in Theorem 1. The

achievable secrecy rate of the MISO channel is given by
p(u)p(z1|u)p(z2|u)p(y1, Y2, ¥, 2|21, T2).
R:R1+R2 S [I(Xl,XQ;Y)—I(X17X2;Z)]+, (10)
IV. SOME IMPLICATIONS OF THERESULTS
for all distributions that factor asp(zi,z2,y,2) =
Next, we discuss some implications of our main result. W1, 22)p(y, z|x1, x2). This result is consistent with [17].
consider several special cases of Theorems 1 and 2, which are

consistent with the recent results in [6], [8], [9], [17]. V. GAUSSIAN CHANNELS
_ In this section, we consider a Gaussian MAC-GF-CM,
A. Multiple Access Wiretap Channel as depicted in Fig. 2. Each mutually trusted user receives

An achievable rate region for the Gaussian multiple acce®@ attenuated and noisy version of the partner's signal and

wiretap channel is given in [6], which is the special caserwh&!S€s that signal, in conjunction with its own message, to
neither user can obtain feedback, i¥.— @ andY, — @. We construct the transmit signal. The intended receiver and a

setV; = Vy = U = @ in Theorem 1 and have the achievabl@assive eavesdropper each get a noisy version of the sura of th
regionR (marac—w ), Which is the closure of the convex huliattenuated signals of both users. The signal model is thieref

of all (R1, R») satisfying Vi = VhoiXo+ Noy
(Ri, Rz > 0): Yo = VhiXi+ Mo
Ry < I(X1;Y|X2) — (X315 Z), 8) Y = \/h_1X1+\/h_2X2+N1
Ry < I(X2;Y|X1) = I(X2; Z), Z = JgiXi+/G2Xs+ Ny, (11)

Ry + Ry < I(X1,X23Y) — I(X1, X2; 2),
" s the cl ¢ all distributi hat f whereh;, g; for ¢ = 1,2 are main and eavesdropper channel
\élvS ereﬂ'MACuWTi'S the class of all distributions that factorying respectivelyhi» and ho; are feedback channel gains,
(@1, 22,9, 2) = pla1)p(z2)p(y, 2|21, 22). as shown in Fig. 2. We assume the following: the transmitted

signal X; has an average power constraint
B. Relay-Eavesdropper Channel

An achievable rate region for the relay-eavesdropper chan- ] Z EXZ| <P, t=1,2 (12)
nel is given in [8], [9], which is the case when only user 1 i
has confidential messages to send and user 2 is a relay to hg|g the noise terma’;, N, Nio, and Ny, are independent
with the decode-and-forward strategy; therefdte = 0 and \yhjte zero-mean unit-variance complex Gaussian, Ng.~
Y: = @. We setl, = @ andU = X, in Theorem 2 and the N(0,1), Na ~ N(0,1), Niz ~ N(0,1), and Nay ~ N(0, 1).

achievable rate satisfies Let Vi, V, X1, and X, be jointly Gaussian with
Ry < [min{I(X1;Ya|X2), (X1, Xo;Y)} — I(X1, X2; Z)|, Vi = VPuU+ VPl

©) Vo = Pl + /Pl
for all distributions that factor asp(xi,x2,y2,y,2) = 2 v2l + Y 22
p(x1,22)p(y2, y, z|x1, z2). This result is consistent with [8, X1 = Vi+vFPol

Theorem 2)]. Xy = Vo+/PyUy (13)



As a numerical example, we show in Fig. 3 the “regular”

. rate region (without the secrecy constraint) and the sgcrec
rate regionR% for hy = 0.6, ho = 0.6, g1 = 0.2, go = 0.1,

h <06 P, = 1 and P, = 1 under different cooperation conditions

N ] his = hay € [0,0.6,1.0]. When his = hsy = 0, there is

no cooperation between the two encoders, which corresponds
to the multiple access wiretap channel. Both the regula rat

8 region and the secrecy rate region are significantly entarge
when the channel gains between the two uskss and hqs)
become larger, which shows the benefits due to cooperation.

S~

No coop.

| _ N
0.15 Rs (h},=1.0) /,s~

o1f Ry (h,,=0.6) ] Comparing with the regular rate region, the secrecy rationeg
wosh . 3 | suffers rate loss due to the secrecy constraint and furibrerm
Rg (no coop.) : the secrecy rate region is increasingly dominated by the sum
% 008 o1 o015 oz 0.‘2; o3 o5 o4 045 rate Constraint, as depiCtEd in Flg 3.

Ry Next, we give the secrecy rate region when each user can

fully decode the message sent by the other user.
Fig. 3. Regular Rate regions and secrecy rate regiaé§for h1 = 0.6,

ho = 0.6, g1 = 0.2, go = 0.1, P, = 1, P, = 1 under different cooperation Theorem 4:(Full DeCOde-and-F_orWIard)
conditions his = hgy € [0,0.6,1.0], wherehis = hg; = 0 means no An achievable secrecy rate regla?cg is the closure of the

cooperation. convex hull of all rate pair$R;, R2) with
(Ry, Rz > 0) :
whereU, U7, Us, Uy, andU4 are independent zero mean unit Ry < C(haPrz),
variance Gaussian. The tern#%, P2, Pio, P2, Po1 and Ry < C(h21P21), (17)
P,y denote the corresponding power allocation, where Ry + Ry < min{C(h12P12) + C(ha1 P21),
Py =Py + P2+ Pio and P> = Pya + Po1 + Pao. (14) —C (1 Pr + 92 P> + 2v/g192Pu1 Poa) -

Following the achievability proof for the discrete memory- We summarize the secrecy sum rates of partial and full
less channel, we have the following result for the Gaussialecode-and-forward strategies in the following theorem.

multiple access channel with feedback. Theorem 5:(Sum Rate) The maximal achievable sum rate
Theorem 3:(Partial Decode-and-Forward) in RL is
An achievable secrecy rate regi@ty, is the closure of the
convex hull of all rate pair§R;, R2) with R = min{C (h1P1 + hoPs +2 hthPUIPU2) ;
Ry = Ryig + Ry2, R2 = Rog + Ro1 : (M) <M)
Rio + Rig < C(h1Pry), 1+ h12Pro 1+ ha1Pao
R0 + Rao < C(h2Pao), +C(h1P10+h2P20)}
Rio 4+ Rao + Rio + Roo < C(h1Pro + haPao),
Riz + Rup < C(%), a5 -C (91P1 +g2P2 + 2y 9192PU1PU2) ; (18)
Ro1 + Roy < O 1+§1121§20) . . .
' the maximum achievable sum rate R is
Rio+ Roo + Ri2+ Ro1 < e
c (hlpl + h2P2 + 2 v hthPUlPUQ) RII = mm{C (hlpl + h,QPQ + 2\/ hthPUlpUQ) )
—C (91P1 + 92P> + 2/9192Pu1 Pu2) -
Rio, Ryo, R12, R1 20, C(h12P12) + C(h21P21)}
(R10, Rao, R12, Ro1) € C(Ry0, R20, R12, R21)
-C (91P1 + go P2 + 2/ 9192PU1PU2) . (19)
where

Furthermore R’ = R whenh;s > hy andhs; > ho.

C(Fro, Fao, o, For) = The proof of Theorem 5 is provided in the Appendix.

(R0, R0, Rz, Ro1 2 0) : In Fig. 4, we illustrate secrecy rate regioRy, and RY
Rio < C(g1Pro), for hy = 0.6, ho = 0.6, g1 = 0.2, g» = 0.1, P, = 1 and
Rao < C(g2P20), (16) P, = 1 under different cooperation conditiorhgs = hg; €
R0+ Rao < C(g1Pio + g2Pao), [0.2,0.55,1.0]. Comparing withRL,, R suffers a significant
Rio + Rog + Roy + Rig = rate loss wherh;, andhy; are small fo = hy; = 0.2) as

C (glPl + go P> + QW) , expected. Whenh, andhs; increase, the rate loss is reduced.

When hy2 and ho; are large enoughRy and RZ coincide.
A . . . . .
andC(z) = (1/2)log(1 + z). This observation is partially verified by Theorem 5.
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Fig. 4. Secrecy rate regiorR., and RL for h1 = 0.6, ha = 0.6,

g1 =0.2,g2 = 0.1, P, = 1, P, = 1 under different cooperation conditions:

hia = ha1 € [0.2,0.55,1.0].

APPENDIX

Proof: (Theorem 1) The transmission is performed fét + 1
blocks of lengthn;, where bothB andn; are sufficiently large
andn = (B + 1)n;.
The random code generation is described as follows.
We fix p(u), p(v1,x1|u) andp(va, z2|ue) and split the rate
pair (R1, Re) asRy = Ry2 + Rio and Ry = Ra1 + Roy. Let

R12+R10+R21+R20:I(XlaX%Z)—El (20)
wheree; > 0 ande; — 0 asny — oo. Let Ry = Rz + Ria,
R” Rio + Rlo, R2 Ro1 + R21 and R2 Roo + Rop.

Code Constructiorn

« Generate2™ (Ri+R2) codewordsu™ (wo) by choosing
the u;(wo) independently according tp(u) for 4
1,2,...,n1, wherewo = 1,2,...,2m(Ri+Rs)

« For eachw, generate2" %1 codewordsv}" (wq, w/)
by choosing thewv;;(wo,w)) independently accord-
ing to p(v1|u) for ¢ = 1,2,...,n;, where wj
1,2,...,2mE

« For each tuple(wo,w/), generate2 % codewords
7 (wo, wi,wY) by choosing thez;(wo, w}, w!)
independently according top(zi|u,v1) for 4
1,2,...,n1, wherew” =1,2,... 2mH&Y,

The codebooks for user 2 are generated in the same way, > H(X1,X3) + H(Z|X;,X3)

except that there ar@®2 and 2™ % codewords in each of

thevy* andz;* codebooks, respectively. The same codebooks

will be used for allB + 1 blocks during the encoding.
Encoding: Messagew; hasni(R1B + Rio) bits and is
split into two parts:w] with nyR12B bits and w{ with
ni1R10(B + 1) bits, respectively. Message- is similarly
divided intow), andwy. Each of the four messages, v}, w}
andwj
for each message. They are denotedully,, wy,, w;, and
wy ,, respectively, fob = 1,2,..., B + 1. Let

wlll,b)a

(21)

r / ~/ 7 "
Wy = (w4, W), andwy , = (wy,,

is further d|V|ded intoB sub-blocks of equal lengths

wherew; , andwy, are uniformly and independently chosen
at random from{1,2,... 2"z} and{1,2,..., 2" w0} re-
spectively. We also choose] , = (1,1) andw] 5, = (1,1).
The w;, , andwy, for b = 1,...,B + 1 are formed in the
same way.

Suppose that encoder 1 has obtairved, , and encoder
2 has obtainedv’ , , before blockb. By forming wop =
(W) ,_1,Wh, 1), encoder 1 transmits? (wop, W/ ,, W/ ,);
encoder 2 transmits} (wo 5, W) ,, w/,) in block b.’ 7
Decoding All decodings are based on the typical set decod-
ing. After the transmission of blodkis completed, user 1 has
seeny;;,. It tries to decodews, ,. User 2 operates in the same
way.

The intended receiver waits until alB + 1 blocks of
transmission are completed and performs backward decoding
Given yg', ,, it tries to decode(wpi1, WY g, 1, W5 g 1)
Assuming that the decoding for blodk + 1 is correct, the
decoder next considetg;' to decodgwg, wy 5, W} ;). The
decoder continues until it decodes all blocks.

Error Analysis: Following similar steps to the error anal-
ysis for the MAC-GF in [14], we found that the intended
receiver can decode ail}, w;’ and thereforev;, wo with error
probability less than any > 0 if

Ro1 + Ro1 = Ry < 1(Va; Y11X1,U),
Rig+ Rz = Ry < I(V1;Y2]X2,U),
Rig+ Rig = R! < I(X1;Y|X5,V1,U),
Roo + Rag = Ry < I(X2; Y| X1, V2, U),
Rio + Rao + Rip + Roo < I(X1, X2; Y[V, V3, U),

and

Rio+ Roo+ Ri2 + Roy < I(X1,X0;Y) — I(X1, X2; Z),

for sufficiently largeny, where we also used (20).
Equivocation: Now we consider the equivocation,

H (W1, W>|Z)
= H(W1,Ws,Z) — H(Z)
=H(Wy,W2,Z,X1,X3) —
= H(X1,X2) + HWy,Ws, Z|X;,Xs) —
— H(Xy, X2 |W1, Ws, Z)

H(X17X2|W17W27 Z) -
H(Z)

H(Z)

> — H(Z)
- H(Xla X2|W17 W27 Z)
= H(X,Xs) — I(Xy,X9;Z) — H(Xy, Xo| Wy, Wy, Z),
(22)
and we can bound each term in the above.
The first term in (22) is given by

H(X4,X5)
=n1B(R1o + Rao + Ri2 + Ro1) + n1(R10 + Rao)

+ mB(Ryg + Rao + Riz + Ra1) + n1(Rio + Rao)
>n1B(Ry + Ry) + 1 B[I(X1, X9, Z) — 1] (23)



Since the channel is memoryless, the second term in (22)ere

can be bounded by o _ Lt WPt haPy + 2R Poi P
I(Xl,Xg;Z) S nl(B—i-l) [I(Xl,XQ;Z) —61] (24) ! 1—|—91P1 +92P2+2\/9192PU1PU2 ’
wheres, — 0 asn; — oo, T, — (14 hio(Pro + Pr2)][1 4 ho1(Pao + Poy)]
We next show that the third term can be bounded by L+g1P1 + 928 + 2v/9192 P01 Puz

H(X17X2|W1, Wa, Z) < nl(B + 1)62- (25) 37 (1 + Plohlg)(l + onhzl).

In order to calculate? (X, X, |W;, Wy, Z), we consider the Note thatP,y + Pi» = P, — Py and Pog + Po; = Py — Ppo.
following situation: the transmitters send fixed messa§igs= Hence, givenP,, P, Py, and Pys, T) andT, are not related
wy, Wa = wo. Now, the eavesdropper also performs backwakg P, and Psy.

decoding to decode f';l.(le,b,w’l’,b and W/QI,b)' We can show  Whenhy, > hy and hyy > ho, T5 < 1 for any power
that the error probability is less than aay- 0 if allocation pair (Pg, Py). Furthermore, 73 = 1 can be
Ry < [(X1: Z|Xa, Vi, U), (26) achieved only wherP?,g = P>y = 0. Therefore, we have the

- desired result.
R20 SI(X27Z|X17‘/27U)3 (27)
and  Rig+ Rao < I(X1, Xo: Z|Vi, Vo, U),  (28) REFERENCES
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