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Absfracr-A programmable system for enhancing  monocular and ste- 
reographic images at video rates is presented. The system provides 
both automatic and interactive enhancement  modes based on histogram 
modification and intensity mapping techniques. Experimental results 
which illustrate enhancement  capabilities under a variety of scene types 
and conditions are described 

Ft 
I.  INTRODUCTION 

EAL-TIME enhancement  techniques have application in 
areas of digital image processing that involve human 
operator  interaction  and  in  autonomous systems with 

high data  throughput  requirements. In interactive  applications, 
such as biomedical image analysis [ 11 and  industrial inspection 
[ 21, real-time techniques are important  not  only  in  terms of 
improving productivity,  but also in  reducing operator errors 
associated with visual feedback delays. 

In autonomous applications, such as robotics and  military 
systems [ 3 I,  [41, image enhancement  techniques are often 
used in a preprocessing stage  in order to increase the probability 
of correct  pattern  detection  and recognition.  These  applica- 
tions are generally characterized  by data  throughput require- 
ments that can only be met by hardware capable of operating 
in real time. 

In  this paper we discuss the design and  implementation of a 
programmable  system for enhancing monocular  and stereo- 
graphic  video images. The system operates  in real time  in  the 
sense that its throughput delay is well below the  standard 
television refresh rate of 30 frames/s. It is capable of simul- 
taneously processing two video  sources with a combined reso- 
lution of 2* pixels per  scan  line,  with Q being an integer  in  the 
range 5 < Q < 10. The  intensity  resolution of each digitized 
video input is 256 discrete levels. 

The system is capable of automatic  and  interactive enhance- 
ment based on histogram equalization,  function processing, and 
histogram  specification  techniques. Experimental results  are 
included to demonstrate system performance  under a  variety 
of scene types  and  conditions. 

11. ENHANCEMENT APPROACH 
Digital image enhancement  techniques may be divided into 

two principal  categories: 1) transform-domain methods  and 
2) spatial-domain methods [ 5 1. Approaches based on  the first 
category  consist basically of computing a  two-dimensional 
transform (e.g., Fourier  or Hadamard transform) of the image 
to be enhanced, altering the  transform,  and  computing  the 
inverse to yield an image that has been enhanced  in  some man- 
ner. Examples of transform-domain  techniques  include low- 
and high-pass filtering for image smoothing  and sharpening, 
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respectively, and homomorphic  fdtering  for manipulating the 
effects of illumination  and reflectance in  an image [ 51, [ 61. 

Spatial-domain techniques consist of procedures that  operate 
directly on  the pixels of the image in  question. Examples of 
spatial-domain enhancement  techniques include smoothing by 
neighborhood averaging, sharpening by using gradient-type 
operators,  and global enhancement by means of histogram 
modification  techniques [ 51 -[ 9 I .  The  enhancement pro- 
cedures discussed in  this  paper deal with  applications of 
the  latter  approach  to video images. 

Suppose that each  frame of a time-varying video signal to be 
processed is digitized to  form an N X M array of pixels. Let x 
be a variable which represents the gray level (intensity) of each 
pixel. It is assumed for simplicity that x has been  normalized 
to  the interval 0 < x  < 1, where 0 denotes black and 1 denotes 
white in  the gray scale. Attention will be focused  in the fol- 
lowing  sections on  transformations of the  form 

y = T ( x ) ,  0 < x  < 1 (1) 

which map a  gray level x into a level y . 
A.  Histogram  Modification  Techniques 

1) Foundation: The gray-level mapping methods developed 
in  this section are based on  transforming  the probability  den- 
sity  function  of  the gray levels in an image to be enhanced. 
The density function of the levels in  the original image will  be 
denoted  by p , (x ) ,  while p,,(y) will be used to  denote  its  coun- 
terpart in the enhanced image. Although  these quantities are 
discrete functions  for a digital image, the following develop- 
ment will first be carried out  in  continuous mathematics to 
simplify the  explanation.  The discrete  equivalents will then be 
obtained by straightforward  extensions of these results. 

The  functions p , (x )  and p,,(y) are of fundamental impor- 
tance  in describing the visual characteristics of the original and 
enhanced images. For example, the average brightness of the 
original image is given by 

1 

x= 1 x p , ( x )   d x  (2) 

while the variance of the  intensity (which is a measure of 
contrast) is given by 

a,' = I' ( x  - X ) * p x ( x )   d x .  (3) 

For a given image, we are  interested  in obtaining an enhanced 
image with a specified density function p , , ( y ) .  The transfor- 
mation T i s  then  determined  from  the desired p,,(y). 

The  transformation  function y = T ( x )  and  its inverse x = 
T-' ( y ) ,  are guaranteed to be strictly  monotonically increasing 
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in  the interval [0, 11 if the  function  T(x) is assumed to  satisfy 

a) T(x) is single-valued and strictly  monotonic in the interval 

b) O < T ( x ) < l   f o r O < x < l .  (4) 

The monotonicity  condition preserves the  order  from black to 
white in  the gray scale of the enhanced image, while condition 
b) guarantees  a  mapping that will  be consistent  with the allowed 
range of pixel values. Under  these conditions, p,,(y) can be 
written in terms of px(x) and T(x) as follows [ 101 : 

O < x < l , a n d  

The  function  &(x) is obtained  from  the original image, 
p , , ( y )  is specified, and  the problem is to determine  the trans- 
formation  function  T(x) which will yield the desired p,,(y). 

A density  equalization technique  [6]-[9] is obtained from 
(5) by using the  transformation  function 

y = T(x) = p , ( s )  ds, 0 < x  4 1 lX (6) 

which is the  cumulative distribution  function of x. The  variable 
s in  (6) is a dummy variable of integration. From this  equa- 
tion we  have that  dxldy = l/px(x), and (5) reduces to 

In  other words, the use  of (6) yields an image whose gray 
levels have a uniform  density. Intuitively, it is not unreason- 
able to assume that  the  quality of an image is improved when 
its pixels are uniformly distributed over the  entire  gay-level 
range. 

Although  density  equalization can be quite useful in some 
applications,  this  particular method is not suited for interactive 
image enhancement since all it can do is produce a density 
function p Y ( y )  that is uniform. As will be seen below,  how- 
ever, this approach can be used as an intermediate  step in  a 
transformation which will actually yield a  specified p,,(y). 
This transformation  procedure is referred to as density specifi- 
cation [5], [9]. 

Suppose that  the gray levels x of an image are transformed 
using (6)  to yield a new set of  levels z ;  that is, 

z = H(x) = p,(s)  ds. lX (8) 

From  the above discussion, we have that p , ( z )  is a uniform 
density function. If the inverse of (8), H-' (z), is applied to 
the z's, we obtain  the original image with p,(x) back. It is 
noted, however, that if  we specify  a  density function p,,(y)' 
and apply (6) we would obtain 

z = G ( y )  = p,,(s) ds. 

Although G ( y )  is in general different  from  H(x), p , ( z )  is the 
same if either (8) or  (9) is used. If  we now apply  the inverse 
function G - ' ( z )  to  the z's, the result would be  a set of y 
levels with the specified density p,,(y). In other words, if the 
2's have a  uniform  density, the desired p,,(y) can be obtained 
by using the inverse mapping G ( z ) .  Therefore, if the original 
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Fig. 1. Histogram specification procedure. 

image is first  density  equalized and  the new (uniform) levels 
are inverse mapped using the  function G -' ( z ) ,  the result would 
be an image whose gray levels have the desired density p,,(y). 

The above results can be expressed  in terms of a transfor- 
mation  function  T(x)  from x to y by noting  that y = G- ' ( z )  
and, since z = H(x), 

y = T(x) = G -' [ H(x)]  (10) 

The density  equalization technique is a  special case of (10) 
obtained by letting G-' [ H(x)] = H(x). 

The  transformation procedure is summarized in Fig. 1. Fig. 
l(a) shows the original density function which is calculated from 
the image to  be enhanced. Fig. l(b) shows the  transformation 
function  H(x) which maps  x into z .  Fig. l(c) is the result of 
this transformation. Fig. l(d) shows the inverse transformation 
from z to y .  The result of this transformation,  shown in Fig. 
l(e), is the desired probability  density  function py(y ) .  The 
problem in using ( 10)  for  continuous variables lies in  obtaining 
the inverse function analytically. In  the discrete case, this 
problem is circumvented by the  fact  that  the  number of dis- 
tinct gray levels is usually relatively small, and it becomes 
feasible to  calculate  and store a transformation value for  each 
discrete pixel value. 
2) Discrete  Formulation: For gray levels that assume dis- 

crete values, we deal with probabilities  defined by  the  equation 

k = O , l ; . - , L  - 1 
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where is the  number of levels, p x ( x k )  is an  estimate of the 
probability of the  kth gray level, nk is the  number of times 
this level appears in  the digital image, and n is the  total num- 
ber of pixels in  the image. A plot of P x ( X k )  versus xk for 
k = 0 ,  1, “ * , L  - 1, is usually called a histogram, and  the 
equalization procedure  obtained  from a  discrete formulation 
of ( 6 )  is called histogram  equalization. The  terms histogram 
linearization and histogram  flattening are also often used to 
describe  this method. 

The discrete form of ( 6 )  is given by the  equation 

k 
= P , ( X j ) ,  0 <Xi < 1 

j = o  

k = 0 ,  l ; . * , L -  1 (12) 

and the inverse transformation is given by x k  = T-’(ra$. 
Similarly, the discrete  equivalent of the  density specificaJdn 
technique is referred to as histogram  specification and is given 
by  the following eqllation: 

k = 0 ,   l ; * * , L -  1. (13) 

Since the gray levels are  predefined  discrete quantities, (e.g., 
0 to 255 for 8 bits of intensity  resolution),  equations  (1  1)- 
(13) are  normally scaled to  the range of allowed values (instead 
of the interval [0, 1 ] ) and the  transformation  functions are 
rounded off to  the closest integer value in  this range. This 
allows all possible discrete  integer values of the  transformation 
functions to be computed  and  stored  in a look-up  table  for use 
in mapping all the pixels in  the  input image. It is also worth 
noting  that  the discrete formulations given in  (1 2 )  and (1 3)  do 
not  guarantee a  perfectly uniform  or specified histogram. 
The reason for  this is based on  the  fact  that  transformations of 
the  form Y k  = T(Xk),  for example, do  not allow redistribution 
of pixels in  the histogram; that is, all pixels with value xk are as- 
signed the value yk The  power of the  technique lies in  the 
fact  that x k  and Y k  are in general different so that p ( x k )  and 
p ( y k )  correspond to  different values in the  intensity scale, 
causing spreading and  shrinking  effects in the original histogram. 
Since the  transformation  function is computed  from a known 
histogram  shape, the result is that  the modified  histogram has 
a tendency to approach  the  shape of the specified  histogram 
in  terms of the  intensity  distribution of the  latter. 

B. Specification of Histograms 
There are two principal  approaches to the  problem of 

specifying  histograms for image enhancement.  The first in- 
volves a  priori knowledge about  the desired histogram shape 
based on some known  properties of the image (or class of im- 
ages) to be  enhanced. The  second is to specify the histogram 
interactively and  then evaluate the results visually until a 
“good”  enhanced image is obtained. 

An interesting  example of the first approach is found  in  some 
of the digital processing techniques  for improving the  quality 
of radiographs [ 121. By studying a set of radiographs of the 
same type (e.g., chest radiographs) that have been  developed 
properly, it is possible to amve  at  an average or representative 
histogram for that particular  type of image. The histogram 
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Fig. 2. A  four-parameter  approach for  specifying p y ( y ) .  
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Fig. 3. Another  approach for  specifying py(Y) .  

found  in this manner can then be used in  the histogram speci- 
fication method of (1  3)  for mapping  radiographs of the  same 
type,  but which have been improperly developed.  The  resulting 
images will then have histograms  which  resemble more closely 
the histogram  representative of the  control set. 

When no a  priori information exists about  the image to be 
enhanced, it is often possible to specify  a  histogram  interac- 
tively by using a prespecified set of parameters that  defiie  the 
shape of a desired histogram [ 9 ] .  A four-parameter  approach 
for specifying  histograms is shown  in Fig. 2.  The fmt param- 
eter,  denoted by m, is related to  the mean of the pixel values 
and thus  controls average brightness. The second parameter, 
denoted  by h,  specifies the peakedness about m and is thus re- 
lated to  the  kurtosis of the histogram. The  third and fourth 
parameters,  labeled in the figure as OR and OL, control  the 
spread and  symmetry of the histogram. The spread is related 
to the variance and thus  controls image contrast.  The sym- 
metry  controls  the brightness bias toward  dark  or light  shades 
of gray. 

Another  procedure  for specifying  histograms is shown in 
Fig. 3. In this case the specified  parameters are p y ( y  1) through 
p y ( y 4 ) ,  with  the  points along the y-axis being fixed.  This a p  
proach is simpler to implemmt  from a computational  point of 
view, but has the disadvantage that  the specified parameters  do 
not have the physical  meaning  associated with  those used in 
Fig. 2. 
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Fig. 4. A method  for  specifying T(x) .  

Although the  number of parameters for specifying the 
histogram in Figs. 2 and 3 could easily be  increased, we have 
found  that  more  than  four parameters  are generally difficult 
to  control and interpret interactively,  particularly  when en- 
hancement speed is an important consideration. 

c. Direct  Specification of T(Xk) 
The gray-level mapping methods described in this section are 

based on directly  specifying the  transformation T(xk)  of  (1 2). 
The  transformations need not  conform to  the  monotonicity 
condition of (4) and are independent of the gray-level content 
of the image being processed. Procedures for generating such 
transformations are commonly referred to as function process- 
ing algorithms. 

A four-parameter approach to specifying transformations is 
shown in Fig. 4. This method  directly parallels the  procedure 
for specifying  histograms in Fig. 3. Both linear and nonlinear 
transformations may be generated  by  varying each of the  four 
parameters shown  in Fig. 4 and, since monotonicity is not re- 
quired, this  approach can often be used to highlight objects  in 
an image by the process of isolating  and  spreading different 
bands in the  intensity scale. 

Direct specification of T(xk)  does not necessarily require 
operator  interaction.  Two  transformations which do  not in- 
volve such  interaction are depicted  in Fig. 5. Fig. 5(a) results 
in  the negative of an image while Fig. 5(b)  distributes  the grey 
levels of an image into  four evenly spaced levels. Transforma- 
tions similar to the  one  shown  in Fig. 5(b) are  useful in con- 
trolling the  number of gray levels used in displaying an image. 

UI. REAL-TIME COMPUTATION OF 
TRANSFORMATION FUNCTIONS 

The  enhancement  methods considered in  the previous sec- 
tions  represent an important class of spatial-domain techniques 
commonly referred to as position-invariant transformations. 
Such transformations  operate directly on each pixel of an image 
to be  enhanced without regard to  its spatial  position. In this 
section, we develop  a method  for implementing these transfor- 
mations  without  temporary image storage  and examine  the 
conditions  under which they can be implemented  in real time. 

Suppose  that a time-varying video signal is digitized to  form 
a  sequence of NX M images x ( i ,  j ,  to) ,  x ( i ,  j ,  t o  + A t ) ,  - * where 
i and j denote spatial coordinates  and At  represents the  stan- 
dard television refresh period of 33.3 ms. Let x( i, j ,  m )  repre- 
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(b) 
Fig. 5. Transformations to (a) create  the  negative of  an image, and 

(b) reduce the number of gray levels. 

sent  an  arbitrary  member of this  sequence,  where i and j are al- 
lowed to range through  the values 

1 < i < N  

1 < j < M  (14) 

and m(an  integer)  identifies the position of an image in the-se 
quence;  that is, 

t = t o + m A t .  (15) 

Then, for a particular m ,  (1 2) can be written as 

Y k ( m )  = T [ x k ( m ) l  (16) 

where Xk(m) is any pixel in the  mth image and y k ( m )  is its cor- 
responding transformed value. As was indicated in Section 11, 
we will restrict our  attention to transformations T that  can be 
expressed as a function of the gray-level distribution  of x&), 
denoted by p,[x&)l and/or  four interactively  specified 
parameters (ISP’s); that is, 

T =   f { x k ( m ) ,  ISP’s}. (17) 

Equations (1 6 )  and (1 7) suggest a  convenient decomposition 
of our basic enhancement  procedure:  1)  computation of the 
mapping function T, and 2) transformation of the pixels in 
x ( i ,  j ,  m) .  Any digital implementation of these operations re- 
quires  a finite  expenditure of time, We will denote  the  time 
required to generate T by DE and to transform a single pixel of 
x ( i ,  j ,  m )  by DT. Since DT is independent of the  method used 
to generate T, DT is the  same  for all enhancement procedures 
discussed above. The  time required to  generate T, however, 
depends on  the  particular  enhancement  procedure being used. 
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Fig. 6. Basic system architecture. 

For histogram  equalization, the minimum obtainable value of 
DE is At;  that is, T cannot possibly  be determined before 
x ( i ,  j ,  m) is examined  and P, [xk(m) ]  is computed. When 
DE < At, the  entire image being enhanced  must be temporarily 
stored. 

To circumvent the need for  temporary image  storage, we use 
an  approximation of (1 7) given by 

T' = f { x k ( m  - 7)' ISP'S} (18) 

where T is a  nonnegative  integer. In  other words, we let  the 
transformation used to map x k ( m )  depend  on pixel values from 
a previous image xk(m - T) .  The success of this enhancement 
approach depends on  the degree of interframe  correlation in 
the video signal being processed. More specifically, its validity 
is related to  the degree of similarity  between the gray-level dis- 
tributions of successive frames. For a  sequence of images that 
represent an  object  in  motion,  one would expect a  greater 
amount of correlation between gray-level distributions  than 
between images themselves. As T approaches  zero, this corre- 
lation should  increase so that in the limiting case where T = 0, 
(18) is equivalent to (1 7). 

The use of (18) also facilitates  a real-time implementation of 
the overall enhancement procedure. This is because T', being 
a function of xk(m - T )  rather  than xk(m) ,  can  be computed 
in advance of the image x ( i ,  j ,  m) to be  transformed.  Thus 
(16) guarantees  a  mapping of x k ( m )  to y k ( m )  in  time D,. 
Since DT can be  made small (e.g., on  the  order of the  time 
between  consecutive image pixels), the  entire  enhancement 
procedure may be  considered real time. 

When applying the above concepts to stereo imagery, two 
approaches  may be followed.  One  obvious approach is to pro- 
cess the  left  and right views independently.  In  terms of his- 
togram  equalization, two gray-level distributions are computed 
and  two  independent  transformations  are generated. Such a 
technique can compensate  for mismatches between  the camera 

associated with  the  left  and right views (e.g., cameras with 
different  aperture settings). Another  approach is to create a 
single T' for mapping both views. For histogram  equalization, 
T' can be  a function of the right and/or  the  left distributions. 
This approach, which is based on the (reasonable)  assumption 
that  the right  and left views are highly correlated, has the 
advantage of computational simplicity. 

IV. SYSTEM DESIGN AND IMPLEMENTATION 
In this section we introduce  the basic organization of an 

image enhancement system  based on  the  concepts of Section 
I1 and explain the  internal processes by which enhancement 
algorithms are  executed. A functional block diagram of the 
enhancement system is used to illustrate basic operational con- 
cepts.  Although the  actual system has a  more  complicated 
logical structure  than  that  indicated by the  functional block 
diagram considered here,  the chosen structure is sufficiently 
representative to demonstrate  the basic organizational  proper- 
ties of the system. 

A.  Architecture 
A block diagram of the  system we have implemented is 

shown in Fig. 6. This system consists of analog-to-digital 
(A/D) and digital-to-analog (D/A) converters, gray-level map- 
ping logic,  a 16-bit microcomputer,  and a gray-level histogram 
computation stage. The  operation of the system is controlled 
by  a sequence of instructions residing in  the program memory 
of the 16-bit microcomputer. Under the  direction of this pro- 
gram, the  microcomputer generates transformation  functions 
(as described in Section 11) which can be based on  operator 
specified  parameters and/or gray-level distributions provided 
by the histogram computation stage. These transformations 
are loaded  into memories that are  responsible for  the  actual 
gray-level mapping. As the  appropriate video signals are pe- 
riodically  sampled by  the A/D converter,  their discretized 
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Fig. 7. Examples of system  output image quality (right column) as 
compared to  the precision analog input test patterns shown  on  the 
left. 

SAMPLE  RATE J 

OF A I D  COUVERTER 

OUTPUT OF LATCH A Xu xu.2 X 

OUTPUT 

46yu ..=. I.I. 

-4s u..c. ma.. 
N-1 h+l hu +I X h w 4  k+ J 1.N + 2 

u 

OUTPUT OF LATCH B 

OUTPUT FROM 
MEMORY 

LATCH A ADDRESS 
YEUORV 
OUTPUT FROM 

YEYORV 
LATCH B AOORESS 

OUTPUT LATCH 
FROM .A* ADDRESS 

YEYORV 
OUTPUT LATCH 
FROM 'I' ADDRESS 
OUTPUT OF LATCH 
TO D/A CONVERTER 

DATA CONVERTED B 1  
D/A CONVERTER 'A. X 
DATA CONVERTED BV 
D/A CONVERTER '0. 

.. 

X 

X x 
N-2 m" 

a0 U..C. typ.+ 

N- 1 n 
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values are used as  addresses of the memories containing  the 
desired transformations.  The addressed contents of these 
memories  become the  transformed gray levels which are con- 
verted to analog form by D/A  converters. 

I )  Analog-to-Digital  and  Digital-to-Analog Conversion: The 
A/D  and D/A converters used in  the system of Fig. 6 deter- 
mine both  its gray-level and spatial resolution.  The gray-level 
resolution is a function of the  number of bits  utilized  by the 
converters. Since 8-bit  converters are employed  in  the  system, 
each pixel of a  sampled  video waveform is represented as one of 
256 possible discrete intensity levels. According to previous 
studies, this intensity resolution is well beyond  the  64 gray 
levels required over the span from black to white to minimize 
false contouring, a condition caused by  insufficient intensity 
levels in  a  picture [ 51 . 

The system's spatial  resolution is determined  by  the sampling 
period (time  between samples) T, used for  A/D  and  D/A con- 
version. Although  a 4-MHz video signal requires  a  maximum 
Nyquist sampling period of 125 ns, the choice of T, (in prac- 
tice) should be well below this figure to minimize the  effects 

caused by  spatially  limiting the  data.  The  enhancement  system 
contains a  19.2 MHz master  clock  within the  control logic 
portion of the system to provide  a 52  ns  minimum sampling 
period T,. This  corresponds to a spatial  resolution of 1024 
points  per horizontal line for  one video source of 512  points 
per horizontal line for each or  two sources. Other  spatial 
resolutions are obtained as multiples of this minimum T,. 

The video quality  obtainable with the system is compared 
against precision test patterns  in Fig. 7.  Figs. 7(a)-(d) show 
the original analog patterns, while Figs. 7(e)-(h) illustrate  the 
corresponding output images after digitization at  1024  points 
per scan line, mapping  with  a  one-to-one transformation,  and 
reconstruction. All images are displayed on  the  same tele- 
vision monitor with identical  control settings. It is noted  that 
there is no discernable difference  between the  two sets of 
images. Fig. 8  shows  a natural scene  displayed at several spa- 
tial  resolutions,  including 1024,  512,256,  128,  and  64 samples 
per scan line. As is usually the case, there is no noticeable  dif- 
ference  between the  1024  and 51 2 resolution images. The 
image sampled  at 256  points  per line  shows  a slight degrada- 



tion  around  the  cup handle. The  other  two pictures  illustrate 
the familiar effects of low-resolution sampling. 

2)  Graylevel Mapping: The gray-level mapping logic of 
Fig. 6 is a collection of four  256 X 8 bit mapping memories, 
together with the necessary latches  and multiplexers  needed 
to transfer  information to  and  from these  memories. The 
various clocking  and  steering signals necessary for  the oper- 
ation of these components  are  self-explanatory  and have been 
omitted  from Fig. 6. As can be  seen in  this figure, the system’s 
four gray-level mapping  memories  are partitioned  into  two 
functionally interchangeable  groups of two memories. These 
two groups of memories and  their associated logic form  two 
distinct digital processing paths  from  the  output of the A/D 
converter to  the  two  D/A converters.  Each of these processing 
paths, which are  designated  by the  symbols A and B, is capable 
of transforming  one  or  two video sources at  any available 
sampling rate,  but only one may be used for gray-level trans- 
formation  at any given time. For  the purposes of the follow- 
ing discussion, we  will represent the  path  that has  been se- 
lected for gray-level mapping  by the  symbol X; the  other  path 
will be denoted by x. 

Transfer of data along path X is a function  of sampling rate 
and  the  number of video signals to be manipulated.  The se- 
quence of components involved in this  pipelined transfer,  how- 
ever, is a function of sampling rate  alone.  (The timing of data 
transfers among  the various components  depends  on  the  num- 
ber of signals being transformed.) Each time video source A is 
sampled at  any  rate  other  than  1024  points per horizontal line, 
the  output of the  A/D converter is stored  in  latch LA. Multi- 
plexer MXl selects the  contents of this latch as the address of 
memory MEM X1, whose output  (the  transformed value of the 
grey level forming  the address) is loaded  into  latch LX1. 
Multiplexers MX3 and MA4 are  then used to  route  the trans- 
formed value to latch LA3,  where it is selected for D/A con- 
version by MA5 and DAC  A. Using the  notation “a + p” to 
denote  “the  output of component (Y is transferred to com- 
ponent p,” the above transformation process can be compactly 
represented as INPUT A + ADC + LA + MX1 + MEM  X1 + 
LXl + MX3 + MA4 + LA3 +MA5  +DAC A  +OUTPUT A. 
A similar expression can be obtained  for video source B at 
sampling  rates other  than  1024  points per scan line and is 
given by INPUT B + ADC + LB + MX2 +MEM X2 + LX2 + 
MX3 + MB4 + LB3 + MB5 + DAC B +OUTPUT B. 

When processing one video source ( A  or B )  at  1024  points 
per horizontal  line,  the  transformation process described  above 
must be altered to account  for  the  fact  that  the access time of 
a single mapping memory in our system is not  short enough 
(i.e., less than  52 ns) to transform successive samples of 
the source. Two mapping  memories  must  be  loaded  with 
the same transformation  function  and  alternately used to 
transform consecutive  samples. In other words, the N ,  N + 2, 
N + 4, . . . samples are  transformed by  one  mapping mem- 
ory while samples N + 1, N + 3, N + 5, . are transformed by 
another  memory. If  we let Y denote  the video source to be 
sampled at  the  1024  rate,  the  component sequence  utilized to 
transform  the even samples of Y can be expressed as 
INPUT Y +ADC  +LA  +MXl +MEM X1 +LXl  +MX3 + 
MY4 + LY3 + MY5 + DAC Y +OUTPUT Y ;  the  odd samples 
are altered by the sequence  INPUT Y +ADC  +LB +MX2 + 
LX2 +MX3  +MY4  +LY3 +MY5 +DAC Y +OUTPUT Y .  

While processing path X is being used for gray-level trans- 
formations,  the mapping  memories of path x are under direct 
microcomputer  control. As long as these  memories  are under 

the  control of the  microcomputer,  they may  be employed as a 
buffer  for digitizing and  storing a  scan  line of either video 
source  or  loaded with transformation  functions  and selected 
for video  mapping. (In  the  latter case, the memories  become 
part of processing path X and  are  no longer under direct access 
of the  microcomputer.) When the memories are utilized to 
digitize a line of either  source A or B, the  microcomputer must 
supply  the  control  and pixel location logic with 1)  the  number 
of pixels to be stored  and  2)  the coordinates of the initial pixel 
for storage.  Upon receiving this information,  the  control  and 
pixel location logic initializes the  counter/latch, which is se- 
lected as the address  source of MEM x 1  by Mx1, t o  zero. When 
the first pixel t o  be stored is sampled  and loaded  intolatch Lx, 
the  contents of L x  are  selected for  input t o  MEM x 1  by Mx7- 
thus  storing  the first pixel in MEM x 1 .  When the  next pixel is 
digitized and clocked into  Lx,  it  is selected as the  input of 
MEM x 2  by Mx6.  After this pixel is stored  in MEM x2,   the 
counter/latch  that is being used as the address source of both 
memories is incremented. As sampling continues, image pixels 
are alternately  stored  in consecutive locations of MEM x1 and 
MEM x 2  until the requested number of pixels have been 
placed in  the memories. 

To  read a digitized line  from MEM x 1  and MEM x 2  or load 
a transformation  function  into  them,  the  microcomputer must 
provide the  control and pixel location logic with the address for 
the desired read or write operation. This address is loaded into 
the  counter/latch  and  routed  to  the address inputs of the ap- 
propriate memories. When a memory write operation is per- 
formed, data from  the  microcomputel bus is selected  as the 
memories’ inputs by  multiplexers MX6 and MX7; during  a 
memory read, the  outputs of the  appropriate memories  are 
placed on  the  microcomputer bus. Both 8- and 16-bit read/ 
write operations can be performed. 

3)  Histogram  Computation: Although the  microcomputer 
can obtain a  histogram of either video source by  repeated  ap- 
plication of the line digitization procedure described above,  a 
common circuit for making amplitude histogram computations 
is included in  the system to relieve the  microcomputer of this 
time-consuming  task.  This circuit, which includes MEM C  and 
its associated logic, can compute a 256-level amplitude histo- 
gram in  one video frame. When forming a  histogram,  periodic 
samples of the desired video signal are loaded  into  latch LC. 
The  output of this latch is selected as the address of  MEM C 
by  multiplexer MC1. Each time a memory  location is ad- 
dressed, its  contents  are  incremented  by  one. Since every 
memory  location corresponds to a given conversion interval, a 
histogram will grow in the  memory as sampling goes on. Of 
course, all locations of the histogram  memory  must be ini- 
tialized to zero  before the histogram is formed. 

B. Processing Rate 
The  enhancement system of Fig. 6 possesses an inherent 

throughput delay resulting from  the process of transforming 
the  input video signal(s). This processing time is, in fact,  the 
time  required to transform a single pixel (DT) noted  in Section 
111. In  the system of Fig. 6, DT is a function of sampling rate 
and  the  number of video signals to be digitized, transformed, 
and reconstructed.  Two basic throughput delay  modes exist. 
Figs. 9 and  10 illustrate the system  timing  associated  with  each 
of these operational modes. As will be  seen  below, all system 
throughput delays are negligible with respect t o  the  standard 
video update  rate of 30 frames/s. 

An overall timing diagram for  the system of Fig. 6 when one 
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Eg. 9. Timing diagram for one  video source sampled at rates less than 
1024 pointspine. 

video source is sampled at  51 2 points  or less per horizontal 
line is shown  in Fig. 9. This diagram traces  a  sample point N 
along path X from  the  output of the A/D  converter to its re- 
construction by the D/A  converter. Delay times  shown in the 
figure correspond to propagation delays  associated with com- 
ponents used in  the  system. These values represent  the delay 
from  the  time a data transfer is initiated to  the  time it is com- 
pleted. For example, 46 ns are needed from  the edge of the 
pulse initiating  the  transfer  of  data  from  the  output of the 

A/D  converter to insure a valid memory address. As can be 
seen by  tracing a  sampled point N through Fig. 9, five sampling 
periods  are  required to transfer a single pixel in  this  mode of 
operation.  The  A/D converter uses the equivalent of two 
sampling periods since its  method of conversion produces  the 
digital representation of the previously sampled point when  a 
new  sample pulse occurs, i.e., when the pulse to  sample point 
N is given, the digital representation of point N - 1 is available 
at  the  output of the AID  converter. The N + 2 sample  pulse 
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Fig. 10. Timing diagram for  one  video  source sampled at 1024 points/ 
line or two video  sources sampled at a maximum of 5 12 points/line. 

clocks the  output of the A/D  converter into  the  latch (LA or 
LB) used to hold  the  memory address. Next,  the N + 3  sample 
pulse latches  the  output of the  memory  location addressed, 
which is the  transformed  data,  into a memory  output  buffer 
(LX1 or LX2). Sample pulse N + 4 clocks the  output of this 
buffer into latch LX3,  which is used by  the  D/A  converter  for 
reconstruction.  Finally,  the N + 5 sample pulse strobes  the 
D/A converter to reconstruct  the analog signal value corre- 
sponding to the  transformed  sample  point N .  

Fig. 10  depicts  the overall timing of the system  when one 
video  source is sampled at  1024  points per horizontal line or 
two sources are sampled at  any available rate. Transfer of 
data along path X occurs by the  same basic procedure men- 
tioned above, with  the  exception  that  the  output of the A/D 
converter is alternately clocked into  two latches (LA and LB) 

that are selected  as the addresses of MEM X1 and MEM X2, re- 
spectively. This allows the system of Fig. 6 to run  at a rate 
faster  than  the access time of the  memory chips used for map- 
ping would allow, since each of the  two memories is only ad- 
dressed by every other sampled point. Thus the N ,  N +  2, 
N + 4, * sampled points  are clocked into  latch LA while the 
N -  l ,N+l ,N+3; . .pointsareclockedintolatchLB.The 
same procedure described in regard to  Fig. 9 is used to transfer 
the  transformed  data to  the latches (LX1  and LX2) at  the 
memories’ outputs.  The  contents of these latches  are then al- 
ternately clocked into  the  appropriate  latches  for D/A conver- 
sion. Six sampling  periods are required to transfer the  data 
from  the  A/D converter’s output to the  outputs of the  D/A 
converter($ in  this  mode of operation.  The  transfer follows 
the same pattern as that of Fig. 9, except  that  the  data requires 
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TABLE I 
ENHANCEMENT sYSI€M DELAY TME FOR ONE VIDEO SOURCE 

Sample Rate Sampling  Period (T,) Delay time (DT) 

1024  52 ns 350 ns 
512  104 IIS 570 IIS 
256  208 11s 1.14 ps 
128  416 IIS 2.28 ps 
64  832 ns 4.56 ps 
32 1.664 ps 9.12 ps 

TABLE II 
ENHANCEMENT S Y ~ M  DELAY TIME FOR Two VJDEO  SOURCE^ 

Sample Ratea Sampling Period (T,)' Delay Time (DT) 

512  104 ns 350 11s 
256  208 ns 700 ns 
128  416 ns 
64 

1.4 ps 
832 11s 2.8 c(s 

32 1.664 ps 5.6 ps 
16  3.328 ps 11.2 ps 

'Sample  rate and sampling period per  camera 

Fig. 11. Examples of images before  (left) and after (right) histogram equalization. 
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Fig. 12. Original image (top  left) and results after histogram equaliza- 
tion and function processing. 

two sampling  periods to be transformed by the  memory  or 
memories (rather  than  one). 

Tables . I  and I1 specify  the delay times incurred  in  the  two 
basic modes of operation  for various  sampling rates  or  spatial 
resolutions. As indicated  in these  tables, the system of Fig. 6 
possesses a delay time DT of 350 ns at  the  fastest sampling 
rate  and  11.2 ps at  the slowest rate. These delays correspond 
to 0.05 and 17.6 percent of the  time  required  to represent  a 
horizontal line of video information  in  the analog signal, 
respectively. 

V. RFSULTS 
In  this  section we present  a number  of results using the  en- 

hancement system under a  variety of experimental  conditions. 
Because of the difficulties in  duplication  and viewing stereo- 
graphic images we have included  only  monocular  enhancement 
results. In  stereo applications, we have found  the same degree 
of enhancement as that shown  in the following  results  with the 
exception, of course, of the psychovisual phenomena associ- 
ated  with  depth  perception. 

Fig. 11  illustrates the  enhancement capabilities of the histo- 
gram equalization mode of operation, which is automatic since 
no  operator  interaction is required. The histograms of the 
images on  the  left side of Fig. 11 would be expected to span 
two relatively narrow gray-level ranges; the pixels of the corre- 
sponding  enhanced images on  the right  side of Fig. 11 span  a 
considerably  larger spectrum of the gray-level scale. As is 
characteristic of this method, a  simple  spreading of the gray- 

level histogram can have a  remarkable  effect on  the  output 
image. 

Although, as shown in Fig. 11, histogram  equalization can 
yield  excellent enhancement results, this  approach  often fails 
to bring out high contrast details  in an image. An example of 
this is  given in Fig. 12.  The image on  the  top  left is the original 
and the image on  the  top right is the result after histogram 
equalization. For all practical  purposes,  this  result is  of little 
use because it failed to bring out  the obscure  side of the 
knight. The image displayed at  the  bottom of Fig. 12 was ob- 
tained  interactively using function processing. It is noted  that 
the detail on  the  obscure side of the knight was vividly brought 
out by  this approach.  The  transformation  functions used in 
this approach are  generated  by the system  in less than  one 
video frame. 

As a  final illustration, consider Fig. 13 which shows, on  the 
top row, the original image and  the histogram  equalized  result. 
Although the  latter image is an  improvement over the original, 
it still  has several areas that are barely discernable. For ex- 
ample, most of the  telephone  cord is obscured. The result 
shown in  the  bottom  left  picture was obtained by  interactive 
function processing. It is noted  that  the  cord, as well as several 
other  objects  that were not readily visible in  the histogram 
equalized image, were brought  out by the  function processing 
approach. Finally, the image on  the  bottom right was ob- 
tained using histogram  specification.  This image presents  a 
more balanced appearance  than  any of the  other results. For 
example,  the grooves in the wall were clearly brought  out using 
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Fig. 13. Original image (top  left)  and results (clockwise) after histo- 
gram equalization, histogram specification, and  function processing. 

this method.  Transformation  functions  for  histogram specifi- 
cation  require  about 30 video  frames  or  1 s to  be  generated. 
The  interactive  enhancement  process is therefore slower than 
that  required by function processing.  In  general, we have 
found  the  function processing  approach to  be quite  acceptable 
for most  interactive  experiments. It is often  superior to  histo- 
gram equalization  and,  unlike histogram  specification,  has 
essentially no delay  before the enhanced result is available on 
the television  screen  following  a  change in parameters. 

VI. SUMMARY 

This paper  has  presented  the  design  and  implementation  of  a 
digital image enhancement  system based  on  histogram  modi- 
fication  techniques.  The  system is capable of enhancing  an 
image  by one of three basic  methods:  histogram  equalization, 
function processing, and histogram  specification.  The  first 
two  approaches were  implemented  in real time  in  the sense 
that sampling and  enhancement delays  are well below the 
standard  television  refresh rate of 30 frames/s.  Histogram 
specification,  while  more  powerful,  requires  computations 
that  introduce  a delay of approximately  1 s. Although  this 
delay is significant  with  respect to  the refresh  rate,  it is still 
well below  human  response time  for many  interactive 
applications. 

The  experimental results presented  in  the  previous  section 
illustrate  the  enhancement  capabilities of the  system  in  the 
three  enhancement modes.  Histogram  equalization is an  auto- 
matic  mode in the sense that  it  does  not  require  operator 
assistance. The  other  two  modes  are  automatic when a priori 
information is used to  compute  the  transformation  functions 

and  interactive  when  they  must be  specified by  an  operator. 
All three  methods were  shown to  be  capable  of  producing sig- 
nificant  enhancement results. The  interactive  modes  proved  in 
several cases to  be quite useful in highlighting details that were 
beyond  the  enhancement  capabilities of the  histogram  equal- 
ization  technique. 
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