and the expected time to the next depature is 1/4. So the answer is 5/4 minutes.

(¢) The answer will not change because the situation at the instant when the customer
begins service will be the same under the conditions for (a) and the conditions for (c).

3.7

In the stastical multiplexing case the packets of at most one of the streams will wait upon
arrival for a packet of the other stream to finish transmission. Let W be the waiting time ,
and note that 0 <W < T/2. We have that one half of the packets have system time T/2 + W
and waiting ume in queue W. Therefore -

Average System Time = (1/2)T/2 + (1/2)(T/2+W) = (T+W)/2
Average Waiting Time in Queue = W/2
Variance of Waiting Time = (1/2)(W/2)2+(1/2)(W/2)2 = W2/4,

So the average system time is between T/2 and 3T/4 and the variance of waiting time is
between 0 and T%/16.

3.8
Packet Amvals
l l l Time
P — | >
1‘1 r2

Fix a packet. Let r) and 1, be the interarrival times between a packet and its immediate
predecessor, and successor respectively as shown in the figure above. Let X; and X, be the
lengths of the predecessor packet, and of the packet itself respectively. We have:

P{No collision w/ predecessor or successor) = P{r; > X, 1, > X, }
= P{I’l > X]}P{rz > Xz}.

P{No collision with any other packet} = P, P(r, > X,}
where
P, = P{No collision with all preceding packets}.

(a) For fixed packet lengths (= 20 msec)

P(r; > X} =P{1; > X3} = e**20 = -0.01"20 = ¢-02
Pl = P{rl 9(1}

Therefore the two probabilities of collision are both equal to 04 = (.67.



(z.1)

(a) Let us call the two transmission lines 1 and 2, and let N, (t) and N,(t) denote the
respective nu_mbers of packet arrivals in the interval [0,t]. Let also N(1) = N, (t) + N,(1). We
calculate the joint probability P{N;(t) = n, N5(t) = m}. To do this we first condition on N(t)
to obtain

PN,(t) = n, Ny(t) = m} = Z,_g*P[N,(t) = n, Ny(t) =m | N(t) = k}P(N(1) = k).
Since
[Ny =n, Ny()=m | N(@®) =k} = 0 . when k#n+m
we obtain

P{N;(t) = n, Nyp(t) =m} = P{N;(t) = n, Ny(t) =m | N(t) = n + m}P{N(t) = n + m}
=P{Ny(t) = n, No() = m I N(t) = n + m}eM[(At)"*™/(n + m)!]

However, given that n+m arrivals occurred, since each arrival has probability p of being a
line 1 arrival and probability 1-p of being a line 2 arrival, it follows that the probability that
n of them will be line 1 and m of them will be line 2 arrivals is the binomial probability

[n-i—m)pn(l -p"

n
Thus
" s Af)Hm
P{N;(t) = n, Ny(t)=m} = (:H—m\p (1-p)e Mgn-li-)m}!
n -
_ c—?\.tp(}:p!) B—Auﬂ—p)(lt( L:!P)) (1)
Hence

P{N,(t)=n} = ZP {N(t) = n, Ny(t) =m}
m=0

(n)! m!

o (Atp)” Z e_m_p)c?u(l—p))’“
m=0

c_yqp(lfp)n
!

That is, {N;(1), t = 0] is a Poisson process having rate Ap. Similarly we argue that {N,(t),
t>0} is a Poisson process having rate A(1 — p). Finally from Eq. (1) it follows that the
two processes are independent since the joint distribution factors into the marginal
distributions.



(b) Let A, A1, and Aj be as in the hint. Let I be an interarrival interval of Aj and consider
the number of arrivals of A1 that lie in I. The probability that this number is n is the

probability of n successive arrivals of A; followed by an arrival of A2, which is p™(1 - p).
This is also the probability that a customer finds upon arrival n other customers waiting in
an M/M/1 queue. The service time of each of these customers is exponentially distributed

with parameter L, just like the interarrival times of process A. Therefore the waiting tme of
the customer in the M/M/1 system has the same distribution as the interarrival tme of
process Aj. Since by part (a), the process Ay is Poisson with rate |1 - A, it follows that the
waiting time of the customer in the M/M/1 system is exponentially distributed with

parameter L - A.

3.12

For any scalar s we have using also the independence of 11 and T2
P(min{t;,12} 2s)=P(1125,1225)=P(1125) P(12 2 5)
= ghsehs = e-(M +A)s
Therefore the distribution of min{t},72} is exponential with mean 1/(A; + A7).

By viewing 71 and T2 as the arrival times of the first arrivals from two independent

Poisson processes fwith rates A and Ay, we see that the equation P(1y < 12) =A1/(A1 + A2)
follows from Problem 3.10(c).

Consider the M/M/1 queue and the amount of time spent in a state k>0 between
transition into the state and transition out of the state. This time is min{7t},T2}, where 1j 1s

the time between entry to the state k and the next customer arrival and T2 is the tme
between entry to the state k and the next service completion. Because of the memoryless

property of the exponential distribution, T; and T are exponentially distributed with means
1/A and 1/, respectively. It follows using the fact shown above that the time between
entry and exit from stae k is exponendally distributed with mean 1/(A+LL). The probability
that the transition will be from k to k+1 is A/(A+L) and that the transidon will be from k to
k-1 is p/(A+u). For state O the amount of time spent is exponentially distributed with mean

1/A and the probability of a transition to state 1 is 1. Because of this it can be seen that
M/M/1 queue can be described as a continuous Markov chain with the given properties.

3.13
(a) Consider a Markov chain with state
n = Number of people waiting + number of empty taxi positions
Then the state goes from n to n+1 each time a person arrives and goes from n to n-1 (if n 2

1) when a taxi arrives. Thus the system behaves like an M/M/1 queue with arrival rate 1 per
min and departure rate 2 per min. Therefore the occupancy distribution is




equiprobable states 0, 1', . . ., (k-1)' we obtain py = (1 - p)/k. The average number in the
system 1s

oo

C. k(k — 1) ;
N=p; +2py+... + (k= Dpg_y+ X}Pi =Pa=— T Elpi
i=0 i=0

where the probabilities p; are given in the equations above. After some calculation this
yields

N = (k-1)/2 + p/(1 — p).

The average time in the system is (by Little's Theorem) T = N/A.

3.16

The figure shows the Markov chain corresponding to the given system. The local balance
equation for it can be written down as :

PoPo=P;

PPi=Ps

= Py =pnpn= ff’ﬁ-lpnpn—l: T (p Op 1 “p“)pg
but,

S =l 1o =]
1=0 -1

:@0 |14 Z(PO---Pk)

k=0

s ha e




We have here an M/M/m/m system where m is the number of circuits provided by the
company. Therefore we must find the smallest m for which p,, < 0.01 where py, is given
by the Erlang B formula .

(A/p)™/m!

i (Aw)"/n!
=0

We have A = 30 and pt = 1/3, so A/ = 30-3 =90. By substitution in the equation above we
can calculate the required value of m.

3.20
We view this as an M/M/m problem. We have
2=0.5, E(X) = 1/u = 3, m=? so that W<0.5

We know that the utilization factor has to be less than 1 or m has to be greater than or equal
to 2. By the M/M/n results we have

A p
Q P
Wi -2
A1 Ay mp—A
myt
py A"
where P.= ——H——
m! (1--2)
mjL
] -1
Ay )™
and By = n! 1
n=0 m! (- lf}J.}

As can be seen from the expressions above m should be at most 5 because at m=5, Wis
less than 0.5 because Pq is less than 1. :

The following C program calculates the optimum m.

double PO(lambda,mu,m){
mrho = lambda/mu;
rho = mrho/m;
for(n=0; n<m; n++)
temp1 = pow(mrho,n)/ fact(n);
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