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1. Introduction

The general target of our system simulations is to evaluate the system performance of the sensor networks with the introduction of hierarchical architecture, MAC clustering and MAC joint dynamic routing. The performance metrics would be
· packet delivery ratio

· routing overhead

· transmission delay

· network throughput
2. Physical Dimension and Topology
Our evaluation is based on the simulation of sensor nodes, consisting of the Forwarding Nodes (FN) and the Sensor Nodes (SN), together with the Access Point (AP) forming an hierarchical ad hoc network, moving about over a circular space with diameter ~ 1000 meters. We suppose the constitution of the sensor nodes as follows
· 2~5 APs
· 10~20 FNs
· ~ 100 SNs totally; including the SNs forming the clusters and those without forming the clusters
· 4~5 MAC clusters after discoveries; and the diameter of the MAC clusters is about 100 meters. 

The FNs and the SNs are placed randomly when the simulation starts, and then they may move according to certain movement pattern which will be discuss latter; while the APs are fixed.
The sensor network topology is shown in Figure 1.
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Figure 1: Hierarchical network topology

We would suppose that the path cost through the IP network is 0 because it’s the high speed connection so that it’s encouraged to be used.
3. Traffic Pattern
20% of the traffic is between the different SNs; 80% of the traffic comes from the SN to the infrastructure in the IP network. For the purpose of testing, there might be some traffic from the infrastructure in the IP network to a SN; otherwise the communications are unidirectional.
We would introduce a traffic metric and a parameter
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 is the ratio of the intra-ad hoc network traffic and the overall traffic generated in the ad hoc network, so that (1-
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) is the ratio of the traffic between the ad hoc network and IP network and the overall traffic. Obviously 
[image: image5.wmf]a

= 0.20 as we already assume.

The packets are generated as described below:
· ~500 bytes/packet (say, 64 bytes/packets or 512 bytes/packet)

· 1, 4 or 8 packets/second

4. Movement Pattern
We would adopt the following movement patterns from Case A to Case C:
· Case A: No mobility at all, static network topology
· Case B: Slow mobility with SNs (say, 1m/s), and possible topology changes: FNs and SNs may be dropped (e.g. due to failure) or be re-pluged in (e.g. due to power-on)
· Case C: Medium mobility with both SNs and FNs, and possible topology changes
5. Connectivity Pattern

The connectivity pattern is obtained after the MAC discovery procedure, and it is an input for routing. The formation of the connection pattern needs to be defined.

6. Optimization Metrics

· Power metric: it can be defined as the actual transmission power consumption

· Link metric

· Delay metric: it’s related to the queues at nodes, and we might use the number of hops in the beginning
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Routing Part

If DSR (or source routing, generally speaking) is used in the second tier (FNs), a constraint, one SN only can connect to one FN, is brought up in order to prevent the SN from connecting to multiple FNs. Note that this constraint is not the real case in the sensor network. DSR within cluster
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