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Blind Successive Interference Cancellation for
DS-CDMA Systems

Dragan Samardzija, Narayan Manday&enior Member, IEEEand Ivan SeskaMember, IEEE

Abstract—In this paper, we propose a blind successive interfer- classified into data-aided and nondata-aided receivers. Data-
ence cancellation receiver for asynchronous direct-sequence code-ajded adaptive multiuser detection is an approach which does
division multiple-access (DS-CDMA) systems using a maximum o+ require a prior knowledge of the interference parameters.

mean energy (MME) optimization criterion. The covariance ma- But. it . trainina dat f fi E
trix of the received vector is used in conjunction with the MME ut, itrequires a training data sequence for every active user. -or

criterion to realize a blind successive interference canceler that is example, adaptive receivers in [3], [7.], [3] are based on t_he mi_n'
referred to as the BIC-MME receiver. The receiver executes in- imum mean square error (MMSE) criterion, and the one in [9] is
terference cancellation in a successive manner, starting with the pased on minimizing probability of bit-error. More recently, de-

most dominant interference component and successively cancelling cision feedback detectors using the MMSE criterion have been
the weaker ones. The receiver is compared against various central-
proposed [10], [11].

ized and decentralized receivers, and it is shown to perform well in
the presence of estimation errors of the covariance matrix, making  Blind (or non data-aided) multiuser detectors require no
:t suitable for app])chchatlon in time-varying channels. Wﬁ_ ‘1'50 a”al' training data sequence, but only knowledge of the desired user
yze properties of the covariance matrix estimates which are rel- _; R .
evant to the performance of the BIC-MME receiver. Further, the signature sequgnce and its iming. The recervers trgaF MAIl and
BIC-MME receiver is particularly efficient in the presence of afew ~Packground noise as a random process, whose statistics must be
strong interferers as may be the case in the downlink of DS-CDMA estimated. Majority of blind multiuser detectors are based on
systems where intracell user transmissions are orthogonal. An it- estimation of second-order statistics of the received signal. In
erative implementation that results in reduced complexity is also [12], a blind adaptive MMSE multiuser detector is introduced
studied. o _ _ (proven to be equivalent to the minimum output energy (MOE)

Index_Terr_ns—;Bllndlnterfererlwlce_cancellatlon,CDMA downlink,  detector). A subspace approach for blind multiuser detection
successive interference cancellation. is presented in [13] where both the decorrelating and the

MMSE detector are obtained blindly. Further, adaptive and
|. INTRODUCTION blind solutions are analyzed in [14], with an overview in [6].

. - . Recently, a blind solution based on higher order statistics and
N  direct-sequence  code-division = multiple-access

. . nonliner cancellation is presented in [15]. A comprehensive
(DS-CDMA) systems, in general, cross correlation . . .
. . eatment of multiuser detection can be found in [16].
between signature (spreading) sequences are nonzero. ThiS T . o
results in multiple-access interference (MAI) which can disrupt The receiver in this paper is based on determining the most
reception of highly attenuated desired user signals. This () average) dominantbaseband interference components at the
known as the near—far effect. To combat this problem, sevePAtPut of a DS-CDMA system. Preliminary results on this idea
multiuser receivers have been proposed (for example, @€ first presented in[17]. In Section IIl, the maximum mean
[1]-[5]). These receivers are denoted as centralized becaf8€9y (MME) criterion is introduced. In Section IV, we present
they require knowledge of parameters (signature sequenc’?eQ_,ovel bll_nd receiver. It is based on the l\/_IM_E criterion and re-
they are more suitable for processing at the base station. ~ “blind” in this paper to describe our receiver even though it re-
For the downlink, it is desirable to devise decentralized r&uires the power of the desired user in addition to the desired
ceivers. Decentralized receivers exploit knowledge of the déSer signature Sequenc‘:‘e..W’r’]!Ie this may be slightly different
sired user parameters only. The use of short signature seque@8 What is termed as “blind” in the literature [6], we still use
simplifies the task of multiuser detection and interference caffiS nomenclature because the receiver requires no knowledge
structure of the MAI [6]. Decentralized receivers may be furthéired user power. The receiver executes interference cancella-
tion (IC) in a successive manner, starting with the most dom-

_ _ _ . inant interference component and successively cancelling the
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from the interference subspace (eigenvectors) are projected outor the sake of completeness, the well-known MMSE opti-
and successively cancelled from the received vector. In ordembization criterion is briefly repeated here (proven to be equiva-
reduce complexity of the receiver implementation, we also prient to the MOE criterion [12]). For a vectdr € ®, the mean
pose an iterative solution for the MME optimization. Simulatiogquare error i8SE = E (er — blﬂ, The linear MMSE
results are presented in Section V. detectore is obtained as

Time-varying systems are of special interest in future )
DS-CDMA systems. These variations could be due to either ¢ = argmin (E [(er —by) } —B(s;d- 1)) (3)
the radio channel or due to the variations in traffic such as d
anticipated in packet networks [19]-[22] that may result ifihe solution of (3) is given as (for user ¢)= R 's;, where
high user activity (on/off) and short transmission periodR, = E [rr'] is the covariance matrix of the input process
(burstiness) in the channel. Feasibility of adaptive and blind[13]. The matrixR,. has to be invertible. If an estimate of
interference cancellation in these systems is directly impactiéu® covariance matriR.. i.e., sample covariance mati,., is
by the reliability of required estimates, using a limited numbevailable, approximation of the optimal MMSE detector is
of samples. Therefore, in this paper, special attention is paid to . e
the analysis of the receiver performance in the case of a limited ¢=R, st (4)

number of samples used for the estimation of the covariar\%ich is denoted as a blind linear MMSE (BMMSE) receiver.
matrix of the input _signal. Our simulation _results indicate_th this paper, the above receiver is used as one of the refer-
jche BIC-MME receiver .outperforms the blind MMSE FECEVeL \ces for performance evaluations. Different implementations
in all cases, anq particularly whgn the nur_nb(_ar qf .Samplg?the blind linear MMSE detector are presented in the litera-
useq for estimation of th? covariance matrix is limited. I'f\.lre. One of the solutions that circumvent the inversion of the
Sgctlon VI, we present an mterp.retatlon for the above beh"’l\/'c?(;vrclriance matriRk,. is presented in [23]. We will also refer to
using results_from the _estlmatlon of elge_nvecto_rs based 1% solution in [23] in the numerical results section. The readers
sample covariance matrices. We conclude in Section VII. should note that in this paper we do not analyze and compare
different receivers and their implementations that rely on using
II. BACKGROUND adaptive (i.e., stochastic gradient) algorithms. We focus only on
We now present the asynchronous DS-CDMA system mod@psed-form solutions in order to avoid issues that arise from
and briefly review the MMSE criterion. The received basebarifie adaptive stochastic gradient algorithm and, consequently, to
signal,~(t), in an antipodali -user asynchronous DS-CDMAMmake clear comparisons between basic forms of different re-
additive white Gaussian noise (AWGN) system is ceivers.

S K I1l. MME O PTIMIZATION CRITERION
7’(t) = Z ZAk by (L) Sk(t—iT—Tk) + an(t) Q)

Pt Let us define, for anV/-dimensional vecton, the mean en-

ergy (ME) as
where 4;, is the received amplitudéy (i) € {—1,+1} is bi- T2
nary, independent, and equiprobable dajz) is the signature ME(u) = E [(r u) } : ®)
sequence which is assumed to have unit energys relative )
time offset, all for thekth user,Z is the symbol periody(¢) is L€t us further constrain the vectarsuch that1"u = 1. A nec-
AWGN with unit power spectral density? is the additive noise €Ssary condition for a vector € %% to maximize theME(v)
variance, an@.7 + 1 is the number of data symbols per user pe(|5) IS
frame.

It is well known that an asynchronous system with indepen-
dent users can be analyzed as synchronous if equivalent sylis obvious from (6) thaty and~ are an eigenvector and an
chronous users are introduced, which are effectively additiongyenvalue of the matrisR,., respectively. In general, there
interferers [16]. Sufficient statistics are obtained by sampling a set of eigenvectors and eigenvalues, which are related as
at2fo, where fo is the maximum bandwidth of the chip wave-R, . v = VD, whereV is a matrix whose columns are the

R,v=rv. (6)

forms in the desired user signature sequence [12], [16]. In t@@envectors(vl, ...,va), andD is diagonal matrix of the
paper we consider the received sign@) over only one symbol corresponding eigenvaluéa, ..., Ay).
period that is synchronous to the desired yger 1). The dis-  |n order to set a basis for further discussion, we repeat the
crete representation for the received signal in (1) can be writtRfllowing well-known results from linear algebra.
in vector form as Proposition 1: The eigenvector dR.. that corresponds to the

I maximum eigenvaluéh,,.x) is the vector that maximizes the

r= ZAkkak +on ) ME (mean energy) in. (5). N
Pt Let us denote the eigenvector from Proposition ¥ as, (the

maximizer of ME).
where the number of the interferefgd — 1 = 2(K — 1)) is Proposition 2: Furthermore, if the contribution of
doubled due to equivalent synchronous user analysig, and v, iS removed from the matrixR,, as follows:
n are vectors irRY, whereM is the number of chips per bit. R, = R, — ApaxVmaxVi.. then the eigenvectoy’

max
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that corresponds to the maximum eigenvalueRJf is the

same as the eigenvector that corresponds to the second largest

eigenvalue ofR.,.. In addition, the matrixR/. is covariance
matrix of the vector’ =r — (r viyax) Viax-

Proposition 2 is a consequence of the spectral theorem [24].
The results in Propositions 1 and 2 form the basis for the blind
interference cancellation scheme presented in this paper. We
now sketch an outline of how the above two results can be ex-
ploited to derive a blind successive interference cancellation
scheme. Note that the contribution of the desired user can be
removed from the covariance matik,. as follows:

R; = R, — A?s;s] )

whereR,; = F [iiq is the interference covariance matrix, with

1= Z£=2 Arbysy + on. Observe that in the above procedure
no knowledge is required of the desired user’s bit decision (in-
formation). Only the knowledge of the desired signal povér

is needed. Further, if the MME criterion is now appliedRg

(i.e., we determine the eigenvector corresponding to the max-
imum eigenvalue oR;), then we can capture the most dom-
inant interference (energy) component. The above process can
be successively repeated and would result (due to Proposition 2)
in the successive cancellation of components in the interference
subspace, starting from the strongest to the weakest.

IV. AN APPLICATION OF THEMME CRITERION IN THE BLIND
IC RECEIVER

We now present a blind successive interference cancellation
scheme where we incorporate the MME criterion and realize
the blind interference cancellation-maximum mean energy
(BIC-MME) receiver. As depicted in Figs. 1 and 2, the receiver
executes the following steps (blocks in Fig. 1).

1) Estimation of the matriR.,. according to

8

n :
k=1—n+1

Fig. 1.

wheref{,, is the sample covariance matrixjs the size of
the averaging window (number of samples), amltime
index (will be omitted in the following text).

2) Remove the desired user contribution fritn. If the de-
sired user amplitudéA, ) is known or estimated, we can
apply (7). The result of this step is thRt; contains only
the interference components and there is no desired user
contribution(A?s;s] ).

Note that the amplitudeg; may not be known at the re-
ceiver. Therefore, in our simulation results (in Section V),
we considered the amplitude estimate using the out-
puts of the MF for user 1. Our results indicate that the
performance is not sensitive to the errors in amplitude es-
timation.

3) Find the maximizefv,,,x) of the ME, i.e., the vector that
takes, on average, most of the interference energy. Ac-
cording to Proposition 1, the maximizer is the eigenvector

INotation: 2 denotes an estimate of
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............................................
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____________________________________________

Cancel the maximizer
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received vector

No

Stopping rule

[ Detect the desired user ]

Flow chart illustrating the BIC-MME scheme.

that corresponds to the maximum eigenva(ljenax) of

the matrixR,.

To find the maximizer, itis not necessary to perform the
eigendecomposition in full. An iterative solution can be
applied. As an example, we use the power method (PM)
[24] to derive an iterative solution for the MME criterion.
Starting with an initial guess® _ which contains some
component ofr .,

max

9)

wheresi is iteration step. While other advanced iterative
and subspace tracking algorithms are well known [25],
[26], this topic is not further analyzed in this paper. In the
case of the simulations in Section V, the power method is
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Block scheme of the BIC-MME receiver.

observed to perform well. In Section V, as a stopping rule
we have used

6)

7

N T N
(Vlz;li—alx) V:na.x Z TPM (10)
whereTpy is some threshold value. .
Remove the maximizer contribution from the mafix
to yield
f{; = f{z - 5\nlax‘A"Ina,x{"n—rw_x- (11)

According to Proposition 2, this step prepares the estimate
of the second-order statisti¢®/,) for evaluation of the
maximizer in the next IC stage.

To prevent excessive cancellation of the desired user from
the input vectorr, we introduce an optional block. This
block is useful in the case when the cross correlation be-
tween the desired user signature sequence and the inter-
ferer signature sequences is very high. For example, a
simple threshold criterion could be applied to determine
if cancellation is viable. If

where7 is some threshold value, then step 6) below is
skipped, i.e., the IC is not performed (in Fig. 2, the switch
S1 is in the position 2). If this block is not applied, the
switch S; is always in the position 1.
Cancel the maximizer contribution as
I‘/ =r— (rT‘A’max) ‘A’max- (13)
A variety of stopping rules can be defined for the whole
procedure. If all significant components of the interfer-
ence (defined by a specific rule) are cancelled, the detec-
tion b, = sgn (s{ r’) is performed, otherwise steps 3)-7)
are repeated, where, for the new IC stagendR, take
the values of’ andR/, respectively. For example, the last
IC stage can be the one where the measured (estimated)
signal-to-interference ratio (SIR) is maximum or above
a target value. This particular method is used in the case
of the numerical results that are presented in Section V.
Furthermore, this step can be used to control the tradeoff
between performance and complexity of the receiver.

While the linear blind MMSE receiver implementation in [23]

is very attractive in that it requires no matrix inversion, it still

| (5] Vinax) | > Tc (12)

implicitly requires not only the estimates of the eigenvectors
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but also the eigenvalues, which is a general property of all blithtained after atotal of 15 IC stages, which iswhere the estimated
MMSE receivers. We will show in Section V that the BIC-MMESINR reaches maximum. For the same case, the BER versus the
receiver is more robust to estimation errors of the covarianoamber of IC stages is presented in Fig. 3(b) foran SN2 dB.
matrix because it does not require eigenvalues but only théirthis particular example, after stage 15, the performance deteri-
relative ordering for the purpose of determining the cancellarates. Thisis due to an excessive cancellation of the desired user
tion order. In Section VI, we will also show that the estimatioin stages 16 and 17. This occurs because the interference energy
errors of eigenvectors have a specific structure which makes thalready cancelled in the first 15 stages in this example. Note

BIC-MME receiver particularly robust. that, for this example, 15 is the number of independent dimen-
sions in the interference subspace. Our stopping rule (maximum
V. SIMULATION RESULTS estimated SINR) recognized stage 15 as the last stage, while the

We consider a synchronous AWGN DS-CDMA system, usi
randomly generated signature sequences with processing
M = 64. The users are independent and three cases are
lyzed: ih
1) System withL, = 16 users, and equal-energy interferersi

A?/AT =25, i=2,...,16.

.excessive cancellation. Note that the SIC-MF receiver fails to
ow the performance of other receivers in the higher SNR re-
gion. Thisisduetoerror propagationindetection ofthe interferers
at are sequentially cancelled. The reader should note that case
represents a scenario that is not favorable to the centralized SIC
receiver [4] and hence its poor performance. This problem is not

2) Light:y Ioaded_s%/stfem V;:SL ;24_1155(;8, ?niv;zry str;l)ng presentin the case of the SIC-MMSE (overlaps with SULB) and
equal-energy interferersi; /A7 = 18 =24 1o BIC-MME receiver.

This scenario may correspond to the situation on the . .
downlink where intracell interference is negligible (duesNESB'\éa(lj%n;rrzssurl]t;’/vﬁ)gnciise i,(;\;lt:n% t(ot;[fl r(()efs?)(lacc:ti?/zgelfl;gd
to orthogonality of transmission) and few dominant ing att_he erformance of the g.IC-MME is néar optimum)i/ﬁ case
terc_:ell interferers may be_present. Th_is could also refle n this lightly loaded system, even in the pr%sence of very
3) g;g;ﬁwtvgge:relghj s(ler:;l rg]orl eu; g{rlosnlg Sq%eaelizae(:gy in§tr0_ng interferers, a small r!umber of IC s‘_tages (th_re_e stages) is
terferers:A2/ A2 = 25, i = 2,...,4, and twelve inter- §uﬁ|C|entto fully can_cel the mtgrference W|tha!1egllg|ble nega-
ferers with %he same e’nergy a{s th’e desired utprA2 — tive effect on.the desired user (just asmall'f.rac'u'on of the dgswed
user energy is removed by the IC). In addition, in this particular

1, ¢ = 5,...,16. This scenario may correspond to & ; : .
" A, y P xample, the linear blind MMSE (BMMSE: = 500)) receiver

system with different transmission powers that accomm§ ¢ erf b itis dominated by th imati
date different quality of service (QoS). oes not perform well because it is dominated by the estimation
rrors of the covariance matrix.

Performance of the conventional matched filter (MF), centraf” ) _ )
ized nonlinear SIC receiver [4], [5], centralized linear MMSE re- N Fig. 5, we present the performance of the various receivers
ceiver [16], blind linear MMSE receiver (BMMSE) (detector in®S @ function of the disparity between the desired user and in-
(4) [13]), and the single-user lower bound (SULB) are used (Lfsrfer.ers. For a system WIFh 16 users, the BER is shpwn as a
benchmarks for evaluation of the BIC-MME receiver. The cefunction of the ratio of the interferer power to the desired user
tralized linear MMSE and SIC receiver assume the perfectknova@Wer. The SNR for the desired user is set to 12 dB. The results
edge of all amplitudes, signature sequences, and the variance4ggest that the BIC-MME receiver is near—far resistant.
the AWGN. The SIC applies power ordering, and two different We now study the effect of accuracy of the covariance ma-
flavors of the receiver are presented: the first applies matched fiix estimation on the performance of the BIC-MME receiver.
tering (denoted as SIC-MF, see [4], [18]) and the second applfeg. 6(a) and (b) correspond to case 1 (for SNR2 dB) and
the MMSE detector (denoted as SIC-MMSE, see [5]) in detethe case 2 (for SNR 8 dB), respectively. The above figures
tion of the interferers, which are nonlinearly reconstructed aigpict BER with respect to different window sizeAccording
cancelled. The BMMSE and the BIC-MME receiver use the sarf the results above, the BIC-MME receiver outperforms the
sample covariance matri,.. The matrix is estimated accordingBMMSE receiver. The gain introduced by the BIC-MME re-
to (8) and we show results for different sample sizesed for ceiver, with respect to the BMMSE receiver, increases as the
the covariance matrix estimate. Note that the centralized linederaging window gets smaller.

MMSE receiver is equivalent to the BMMSE receiver that uses Considering the iterative solution (BIC-MME-PM, where
an infinite number of samples for estimating the covariance m@M stands for te power method), Fig. 6 shows that the power
trix (n = inf). We have used implementations from both [13] anchethod successfully replaces the eigendecomposition (the dif-
[23] to realize the BMMSE receiver. Their performance is iderference in performance between the two schemes is negligible).
tical but [23] is attractive in that it circumvents matrix inversionFor the above example, the threshold in (10Jiis; = 0.999.

The BIC-MME receiver performs the eigendecomposition, whilRegarding the convergence of the power method, we have
the iterative solution (using the power method) is denoted as thieserved that the number of iterations, before the criterion in
BIC-MME-PM receiver (where PM stands for power method)10) is met, has never exceeded 25, and most of the vectors
Unless stated otherwise, we assume that the amplitude of the@eaximizers) required less than 10 iterations. Furthermore, in
sired user is known exactly. our results, no effort has been made to improve the initial guess

For case 1, Fig. 3(a) depicts the bit error rate (BER) as a funi;,..... It is selected randomly. Therefore, the convergence could

max*

tion of the SNR (with respect to the desired user). The results & further accelerated ¥ is improved (see [24]).

rgrgsults for stages 16 and 17 are used just to illustrate the effects
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Fig. 3. (a) BER versus SNR, case, = 64 spreadingLl = 16 users,A?/A? = 25, ¢ = 2,...,16. (b) BER versus number of IC stages, cas@8fl= 64
spreadingL = 16 users,A?/A? = 25, i = 2....,16,SNR = 12 dB.

We consider the performance of our receiver in case 3. Figuger). The performance of the MF-12 corresponds to the case
depicts the BER with respect to the number of IC stages,SNPRf perfect cancellation of the strong interferers. Note, that after
8 dB andn = 500. The same figure presents the performandbree IC stages, the BIC-MME receiver completely cancels the
of the match filter (MF-12) for the system without the strong instrong users (it reaches the MF-12 performance). For this par-
terferers (only the desired user and the twelve equal-energyticular case, the maximum estimated SINR is reached after 15
terferers, with perfect power control with respect to the desiré@ stages; but, for the sake of lower complexity of the receiver
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Fig. 4. (a) BER versus SNR, case, = 64 spreadingL = 4 users,A?/A? = 400, i = 2,...,4. (b) BER versus number of IC stages, cas@2~= 64
spreadingL = 4 users,A?/A? = 400, ¢ = 2,...,4, SNR= 8 dB.

(i.e., smaller number of IC sages), interference cancellation daings the system into the well-studied perfectly power con-
be stopped in some earlier IC stage at the expense of lower geslled state. This scheme may be applied for the interference
formance (higher BER). Furthermore, the performance of tleancellation of strong users in a system with different transmis-
iterative solution (BIC-MME-PM) seems to follow that of thesion powers that accommodate different QoS, or in a system
BIC-MME receiver. This suggests that the low-complexity itemwith very few strong interferers, as may be the case for the

ative solution cancels the strongest interferers completely atalwnlink where intracell user transmissions are orthogonal.
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We also study the performance of the receiver if an estimagesufficient that the estimated vectqs;) are orthogonal and
of the desired user amplitude is used instead of the perfedidyl well into the subspace spanned by the true eigenvectors
known amplitude. We have tested the performance of tie; € S) (i.e., ¥; has most of its energy confined to the sub-
scheme that applies a simple estimation of the amplitudpace formed by the true eigenvectors fri8m
as A, = 1/n Y0, |rT(i)sl|. The results, for case 3, are The following property is the consequence of Proposition 2.
presented in Fig. 7, as the BIC-MME-AE receiver (where Property 2: Assuming that the BIC-MME scheme executes
AE stands for amplitude estimation). In this and many othartotal of() IC stages, the total contribution ¢feigenvectors of
examples explored, we have not observed much differencetlie matrixR; is cancelled from the input vecter The order in
the performance with respect to the solution for the case whehich the vectors are processed (i.e., their contribution is can-
the amplitude is known exactly. celled) does not affect the performance of the scheme (assuming
In summary, based on the above results, we may conclude thatfect estimation of the vectors).
the BIC-MME receiver successfully follows and in some cases
exceeds the performance of various centralized receivers (unlike Iterative Implementation Using the Power Method

the BIC-MME receiver, we have assumed that the centralized,, . .o\ discuss the performance of the BIC-MME scheme
receivers possess the knowledge of all system parameters)r

e . h'g‘[ uses the power method iterative implementation. An attrac-
all cases, it is shown that the B.IC'MM'.E receiver exceeds ttﬁ@e feature of such an implementation is that it avoids the need
performance of the well-known linear blind MMSE detector. for a full-scale eigendecomposition of the covariance matrix at
every IC stage (see step 3 in Section 1V). The power method
exhibits very good convergence properties if the absolute differ-
We now present an interpretation of why the BIC-MME reence between dominant eigenvalues are significant [2¢],.4f.
ceiver performs well in the case of iterative implementatiois one of the vectors that are described in Propefty.l.x € S),
using the power method and in the presence of estimation erréfs, . [see (9)] converges very quickly with respect to the vec-
of the covariance matrix. Let us first emphasize the followingprs that are out of the set, i.e., the estimate lies in the subspace
properties of the BIC-MME scheme. spanned by the s& after a very small number of iterations.
Property 1: For the matrixR;, assume that there is a &t However, once inside the subspace, the convergence is signif-
of eigenvectors; € S that correspond to dominant eigenvaluegantly slowed down. According to Property 1, this drawback
with small absolute difference between them, i.e., the interfeshould not affect the performance of the BIC-MME scheme sig-
ence has almost the same energy in all directions of the sulficantly. This is the reason why the BIC-MME receiver with
space spanned by the true eigenvectors fformhe BIC-MME  the iterative power method works well even after a small number
scheme tends to cancel the whole subspace, rather than to camiciéérations, which is also confirmed by the simulation results
just a specific eigenvector i. Therefore, there is no need forin Section V. Furthermore, Property 2 shows that the BIC-MME
the vectors to be estimated with a high degree of accuracysttheme with the iterative power method solution works well

VI. INTERPRETATION OF THEBIC-MME PERFORMANCE
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Fig. 6. (a) BER versus window size case 1M = 64 spreadingl = 16 users,A?2/ A% = 25, i = 2,...,16, SNR= 12 dB. (b) BER versus window size,
case 2M = 64 spreadingl = 4 users, A7 /A% = 400, i = 2,...,4, SNR= 8 dB.

even when the descending order for evaluated eigenvalue®isEstimation of Eigenvectors

not guaranteed. In other words, if there are a few strong inter-

ference vectors in the interference subspace, then the order ilVe now analyze properties of the eigenvector estimates of
which the interference vectors (maximizers) are cancelled ddbe sample covariance matrix in (8). This analysis is used to ex-
not affect the performance. These are favorable characterisfiain why the BIC-MME scheme performs well in the presence
for low-complexity iterative solutions. of eigenvector estimation errors that result when the sample co-
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variance matrix is estimated using small sample sizes. In tbe(14) reveals that the above statement is true even when the
following, we will assume that the sample covariance matrix irmumber of samples is small.
that of observation vectors that are multivariate Gaussian. Evero justify Observation 1 (that is based on analysis using
though this assumption is not true in the presence of MAI, w&aussian statistics), and to validate its claims for a DS-CDMA
will justify the following analysis through a numerical validasystem with MAI, the following simulation example is pre-
tion. Let the subspace spanned by the eigenvectors that cosented.
spond to distinct and significant eigenvalugs, ..., Ap) be Example 1: We consider a synchronous AWGN DS-CDMA
denoted as the signal subspace. The dimension of the signal sylstem, using randomly generated signature sequences with
space isP. The noise subspace is spanned by the eigenvectéwrs= 16 users and processing gald = 64. The signature
that correspond to repeated eigenval(es= A\py1,...,Ay) Sequences have happened to be linearly independent in this
with multiplicity M — P[13], [27]. To analyze estimation of example; therefore, the dimension of the signal subspace
the eigenvectors, let us observe the cross correlation (projec¥ = 16. The users are independent and have the same
tion) v, v, between the estimate of thth eigenvecto(v;, i = SNR= 10 dB. The sample covariance matrix is evaluated
1,...,P) and thejth true eigenvectofv;, j = 1,...,M). according to (8). The eigendecomposition is performed for
These valuesy,” v;, can be used to characterize errors of th€000 different sample covariance matrices, and the results are
eigenvector estimates. Wher j, it can be shown thatv; averaged. Because of the identical behavior of the values which
is unbiased, i.e.F/ [ffiij] = 0. Further, the variance can becorrespond to the repeated eigenval(es ¢ = 17,...,64),
approximated as (see the Appendix) the results for);, ¢ = 21,...,64 are omitted from the fol-
lowing figures.

In Fig. 8(a), a true eigenvalue profilg,;, ¢ = 1,...,20) is

E [(ffjvj)q ~ 1 L’Q (14) presented where the eigenvalues are sorted in descending order.
n (A = Aj) In Fig. 8(b), we present analytical [see (14)] and simulation re-
sults forE (‘A’;FV]')Q fori,j = 1,..., M (which is the nor-

~ 2] .

Note that the s_econd-order momeli’lt[(vaj) } is the mean malized mean energy of the eigenvector estimate the di-
energy of the eigenvector estimatgin the direction of the true action of the true eigenvecter). Specifically, we have shown
eigenvectorv;. We have constrained the eigenvector estimat@$s results fori = 5 ands — 10, but the results appear to
to be unit energy, i.e [(\7;\71)2} = 1. From the above, an pe similar for alli = 1,..., P. The abscissa represents the
observation follows. index j arranged in descending order of the eigenvalues. The

Observation 1: The estimatey; of the eigenvector; tends sample size iss = 1000. From the figure, the theoretical re-
to be clustered (i.e¥; has most of its energy) within the sub-sults closely resemble the simulations. This confirms the ap-
space spanned by the true eigenvestoand eigenvectors that plicability of the above theoretical analysis (based on Gaussian
correspond to eigenvalues that are very closg;tdnspection statistics) for the case of DS-CDMA systems. In addition, in
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Fig. 8. (a) Eigenvalue profile}/ = 64 spreadingl = 16 usersSNR = 10 dB, n = 1000. (b) The mean energi [(Ojvj)z} : simulations and theoretical
results fori = 5, 10, n = 1000.

Fig. 8(c), we show the simulation results results fo= 10, eigenvalues td; even for different sample size These results
with different sample size valuds. = 200, 500, 1000) used support Observation 1. O

for estimating the sample covariance matrix. Both Fig. 8(b) andNow, let us discuss how the estimation errors of the eigenvec-
(c) reveal that most of the energy of the eigenvector estimates affect performance of the BIC-MME scheme. According to
v, is confined within the space spanned by the true eigenvecRnoperty 1, there is no need for the eigenvectors from the tet

v; and eigenvectors that correspond to the closest (neighboribg)estimated exactly. Rather, it is sufficient that the eigenvector
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Fig. 8(Continued.) (c) The mean energi [(\}Ivj)z} depending on the sample sizgsimulations); = 10, » = 200, 500, 1000.

estimategv;) are orthogonal and well confined within the subparticularly effective for a system with fewer, very strong inter-
space spanned by the true eigenvecfetse S). Under these ferers and smaller number of samples used for the estimation of
conditions, the BIC-MME scheme will successfully cancel ththe covariance matrix. This may be a very viable solution for im-
whole subspace spanned®yRecall that the se& corresponds plementation on the downlink where transmissions are usually
to the span of the eigenvectors that have eigenvalues that syechronized within a cell such that intracell users are orthog-
very close in amplitude. By Observation 1, even in the case @fial and intercell interference may be dominant. However, in
small sample size used for the estimation of the sample cothe presence of multipath, these assumptions do not necessarily
variance matrix, the estimatés;|v; € S} are clustered within hold, but the receiver is still effective since it does not use knowl-
the subspac8. Consequently, the BIC-MME receiver will per-edge of interference parameters. Regarding the use of sample
form well when small sample sizes are used for the estimatioavariance estimates, we have presented an explanation of why
of the covariance matrix. For example, in Fig. 8(c), itis seen thidite BIC-MME receiver performs well in the presence of estima-
the estimatey, for ¢ = 10, has most of its energy confined totion errors. A low-complexity iterative solution using the power
the subspace formed by;, j = 8, 9, 10, 11, 12. This is true method for eigendecomposition is also studied. The properties
for all values ofn shown, i.e.n = 200, 500, 1000. of the receiver make it an attractive solution for implementation
Unlike the BIC-MME receiver, the BMMSE receiver, in ad-in time-varying channels as well as packet DS-CDMA systems
dition to the eigenvector estimates, also requires the eigenvalith bursty traffic. This is an area of further investigation.
estimates [13], [23]. This results in the performance of the
BMMSE receiver being more sensitive to the sample size APPENDIX
Using the analysis in the Appendix and the results in [28], it can
be shown that the BMMSE_recelver requires a greater NUMBSEHximation in (14). Consider th&/-dimensional covariance
of samples for the. est|mat|or_1 of the covariance matrix th atrix R — E [rrT] of the random vector. Let \; andv;,
the BIC-MME receiver to achieve the same performance [see .., M, be the true eigenvalues and eigenvectors, respec-

. . I . . =1,
S'ml“.'lanon. results in Fig. 6(a) and (t_))]' Further investigation cH\/ely. Let V denote a matrix whose columns are the true eigen-
this issue is beyond the scope of this paper. vectors, sorted in descending order of the corresponding true

eigenvalues. The sample covariance matrix is defined as

VIl. DISCcUssION ANDCONCLUSION i

We have introduced the MME optimization criterion which R(i) = " Z r(k)r’ (k) (15)
is then used to implement a blind IC receiver. The ability of the h=imntl
receiver to exceed the performance of the blind MMSE receiwehere: andk are time indices (and will be omitted in the fol-
is confirmed via simulation results. It is seen that this schemeléving) and\; and+v;, i = 1,..., M, are the eigenvalue and

In this appendix, we present analysis that leads to the ap-
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eigenvector estimates, respectively. Let us perform a similaritshere the entries oY are defined as follows:
transformation as

0 w2 - wim
1 T8 Yol 0 - wyoum
A=V'RV=V'RV. (16) Y= . : (24)
In the case of perfect estima@f{ = R}, the matrixA is diag- ym1 Yym2 -0
Onal, with eigenvalue&, 1= 1, caey M, on the diagonal. But, To S|mp||fy the derivationsy we may assume that
in general
YT:_Yiyij:_yjiv (L7J:177M) (25)
AL+ an ais T aim
az1 Ao +aze - aop Further, let us assume that
A= ) ) a7)
a1 anr2 e AM oMM
Any elementh;; of the matrixB is
wherea;;, (4,5 = 1,..., M) is the deviation of the sample
value. The matrixA is symmetric(a;; = a;;) and for the off- M M
diagonal elements&i # j) bij =) 4 | M+ cinan
=1 k=1
. i M
aij=—= Y wi(k)z;(k) (18) X [Cﬂ - Dt
™ p—isnt1 k=1,k#l ks
M M
and for the diagonal elements + Z Cim Z CkCik + - } } 27)
. m=1,mz#l k=1,k#lLk+#j
ai; = 1 Z zi(k)ai (k) — N (19) Wherec;; = 1 andc;; = y;; = cij = —¢;;. Under the assump-
T rmi a1 tions in (23)—(26), all off-diagonal elemerits; (i # j) can be

further simplified as
wherexr;(k) = r' (k)v; andz;(k) = r' (k)v;, wherek is time )
index. We assume that (k) (i = 1,..., M) are observations bij = Ajcij + Aicji + aji + O(87). (28)
from a zero-mean normal distribution, aatlx;(k)2x;(1)?] =
Elz;(k)?|E[z;(1)?] for k # . Under the above assumptions, i
can be shown that

{\Iow, in the case of\; # A;, we can suppress the off-diagonal
elements;; in (28) as follows. Choose

Q; 4
)\i )\j Yij : (29)

Ela}] = 22, (20) EPYEPYY

This impliesO(b;;) = O(6?). Note that, to satisfy the assump-

Further [28], tion in (26), it follows from (29) that we require

Ofasy) =0 (\/Bla2]) = -

0(6) (22) O(aij) < O(A — N (30)

or, in other words, we require that the sampling eregygwhich
where we have used(é) to represent(a;;). In order to eval-  are of orderl /,/n) be smaller than the distances — A,| be-

uate the eigenvector estimates, letus introduce a similarity trafi§een the corresponding eigenvalues. In the case ef ), (as
formation which suppresses the off-diagonal elementof \ould happen in noise subspace), we set

Let us denote this new matrix (with off-diagonal elements sup-

pressed) a®. Originally, the idea was presented in [28] and Y;; = 0. (31)

applied in order to analyze the eigenvalue estimates, but here . S )

we extend the approach to study characteristics of eigenvecl&is results inO(b;;) = O(6), which implies that the off-di-

estimates. Specifically, the transformation is agonal elements iA that correspond to the noise subspace are
left unaltered by the transformation in (22).
B=cCcAC! (22) Having the off-diagonal elements suppressed, the diagonal

elements of the matriB approach the eigenvalue estimate, i.e.,
eigenvalue estimates (i.e., the eigenvalueRdfIn general, a that
similarity transformation leaves the eigenvalues unaltered [24]. -1 -1 2 3
In the following, we construct the matri& that yields the nec- CT=I+Y)" ={I-Y+Y"-Y"...). (32)
essary transformation in (22). Let us assume that Let us approximate

C=I+Y (23) Cl=I-Y)=Cc'l=C'. (33)
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This approximation is justified by (26) and (32). Then the trans- [9]
formations in (16) and (22) can be written as

[10]
B=CV'RVC'. (34)
[11]
Based on the above, the matBxcan be approximated as a diag-
onal matrix. From (33), the matri¥C " is orthogonal. There- 12]
fore, according to the spectral theorem [24], the columns of the
matrix VCT in (34) are approximately the eigenvectors of the[13]

sample covariance matriR. Thus [14]

. . 15

Va (VCT) 5 CT ~ (VTV) @5

- . . [16]

whereV is the matrix whose columns are the eigenvectorgi7)
(Vv;, 1 =1,...,M) of R. To characterize the estimation errors

of the eigenvector estimates we observe crosscorrelatiorfﬁgl
(projectionsyv/ v;, i # j, (i,5 = 1,...,M). Now, we study

the first and second moments of the above projections. From
(35), it follows that 1l

(20]

Cij R (\A/'Z Vj) . (36) -
Fori # jandX; # \;
[22]
and [24]
[25]
N 2 1 )\7)\

[26]

which is the required result in (14). [27]
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