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Combined Multiuser Detection and Beamforming for
CDMA Systems: Filter Structures

Aylin Yener, Member, IEEERoy D. YatesMember, IEEEand Sennur Ulukysviember, IEEE

Abstract—Code-division multiple-access (CDMA) systems are methods aim at suppressing or cancelling the interference using
interference limited, and therefore efficient interference manage- receiver signal processing; multiuser detection exploits the

ment is necessary to enhance the capacity of a CDMA system. In o mnora| structure, whereas beamforming exploits the spatial
this paper, we consider combining two effective receiver-based in- .
structure of the interference.

terference management strategies: multiuser detection (temporal . ; o
filtering) and receiver beamforming (spatial filtering). We for- Multiuser detection [5] performs temporal filtering of the re-
mulate and examine the performance of several two-dimensional ceived signal to effectively suppress the multiple-access inter-
linear filter structures, which are all based on minimum mean ference. The optimum multiuser detector has been shown to be
squared error (MMSE) criterion but differ in how the MMSE exponentially complex in the number of users [9]. A number

problems are defined in the temporal and spatial domains, i.e., £l lexit bobti - h b d
jointly or in cascade. It is shown that while the joint optimum  ©' '0W-COMPIEXity suboplimum receivers have been propose

MMSE filter achieves the maximum signal-to-interference ratio following this development [10]-[12]. Among these low-com-
(SIR) among all possible matrix filters, the constrained optimum plexity receivers, the minimum mean squared error (MMSE)
MMSE filter which results in a single temporal and single spatial ~detector [11] minimizes the expected squared error between the
filter, outperforms all combined single-user/multiple-user ap- - 4ngmitted signal and the output of the receiver filter. Increasing

proaches and cascaded optimization approaches either uniformly . .
or asymptotically. The constrained optimum MMSE filter is the capacity of CDMA systems by employing antenna arrays at

nearfar resistant in all but very highly loaded systems and enjoys the base station is proposed in [6], where the outputs of the mul-
low complexity. tiple antenna array elements are combined to make bit decisions

Index Terms—CDMA, interference suppression, MMSE, mul- forthe_ user. Matched filter receivers are assumed inthe temp_oral
tiuser detection, receiver beamforming. domain for each user, and the array observations are combined
via a filter that is matched to the array response of the user, i.e.,
single user processing is employed in both domains.

Another method of capacity enhancement that utilizes the
HE demand for high-capacity flexible wireless servicespatial diversity is space-time processing for CDMA, which
is ever-growing. Code-division multiple access (CDMAJraditionally refers to receiver beamforming (space processing)

shows promise in meeting this demand, and consequently wigéd multipath combining (time processing) [13]. The received
less CDMA (WCDMA) [1]-[3] has been a strong candidatsignals from different paths and antennas are combined to better
to be a standard for third-generation (3G) wireless systengecode the desired user’s bits. However, the inherent structure
It is well known that CDMA systems are interference limite@f the multiple-access interference is not exploited, i.e., no mul-
and suffer frormear—far effectwhere strong users may creatdiuser detection is employed [14]-[16]. A recent paper [17] ad-
excessive interference and degrade the performance of dfesses the derivation of the sufficient statistics and the optimum
weak users significantly. The challenge to enhance the capa@iid some linear suboptimum multiuser detectors when an an-
of a CDMA system therefore lies interference management tenna array is present at the receiver for a multipath channel.
Many techniques that control and/or suppress interference irln this paper, we will investigate the possible receiver filter
CDMA systems by transmit and/or receiver side processistfuctures when both multiuser detection and beamforming are
such as transmit power control, multiuser detection, receiv@mployed to further increase the uplink capacity of a CDMA
beamforming, precoding using signature selection, and transsyistem. Linear processing is assumed in both the temporal and
beamforming have been proposed to date; see, for examihe, spatial domains and the temporal-spatial filters are denoted
[4]-[8]. In this paper, we concentrate on the two commonlgy two-dimensional matrix filters. Within this framework,
used receiver processing-based interference managenibate are several possible filter structures. One can derive
methods: multiuser detection and receiver beamforming. Bdtke jointly optimal temporal and spatial filter that minimizes
the mean squared error between the information bit and the
filter output of a desired user. Since this joint MMSE filter
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in temporal and spatial domains independently in tandem, in
both spatial-temporal and temporal-spatial orders. While the
cascaded spatial-temporal filter is similar to the idea of cascade N
optimum-space/optimum-time combiner proposed in [14], the  wern
temporal combiner in our case is a chip combiner that exploits >)
the temporal structure of the interference composed of the
temporal signatures of the interferers, as opposed to a multipatt
combiner in [14], which is a single-user temporal processor.
We consider all the above filter structures and then give
analytical performance comparisons among them. While the N <7

joint domain MMSE filter is clearly the signal-to-interference userj (0 X R{mK]
ratio (SIR) maximizing temporal and spatial processor over all MF

matrix filters, an interesting observation is that the constrained

optimum temporal spatial processor outperforms all combin€@. 1. Received signal model at the base statiffur, ] denotes the
single-user/multiple-user approaches and the cascaded (@pZ)th elementof the received signal mathkgiven in (4).

proaches either uniformly or asymptotically. Numerical results
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supporting the performance analysis are also given. TheseK G observation samples can also be seen as a collection
of K G-dimensional vectors, i.eR = [z1,Zs, ... ,zk], Where
Il. SYSTEM MODEL z;. denotes the observation vector consist@ighip matched

) ) filtered samples at the output of théh antenna element and is
We consider a single-cell DS-CDMA system where each usgfpressed as

is assigned a unique signature sequence. For clarity of exposi-

. : : i N

tion, we assume a synchronous system with pr(_)cessmg(i‘;am . Z \/Tb Ca® )
Atthe base station, an antenna arraykoélements is employed. k bjh;0;85a; k-

The received signal at the output of the antenna array at the base i=1

station is In (4), N is the matrix that represents the spatially and tempo-
N rally white noise, i.e. E[N};Nyun] = 0%8km0in, Where(-)*
r(t) = Z \mbjsj'(t)aj + n(t) (1) denotes the conjugate of a complex number. We labeliser
j=1 the desired usemlnd the other users asterferers The rest of

] ) ] this paper deals with designing temporal-spatial filters for user
wherep;, b;, ands;(t) are the transmit power, bit, and signature

of userj, respectivelyh; anda; are the uplink gain and the

array response vector, i.e., the spatial signature, of ji9éfe

assume that both the temporal and spatial signatures of the users . . . ) . )

are of unit energy, i efT s;(H)2dt = afla; = 1, whereT is The detection of the information bit of the desired user, which
10 ] J 1 . .o . .

the bit duration. We further assume that the temporal signatuté Will assume to be usérin the sequel, is done by taking the

are of the following form: sign of the real part of the decision statistic, which is found by

combining the entries of the observation mafxby using a

G matrix filter X;. Thus, the decision statistig is the output of a

l . l
sj(t) = E Sg 't — (- 1T.) with SJ(') =+1/VG two-dimensional linear filteX ;
=1

(2) G K
yi=y_ Y [XijiRa = tr (X]'R) (6)

where)(t) is the chip waveform and’. is the chip duration. j=11=1
By chip matched filtering and sampling the received sigtia)
at thelth chip interval, we obtain & -dimensional observa-
tion vectorr;. The vectorr; represents the chip matched filtere
samples at thé&h chip interval across th& antenna array ele-
ments and is given by

Il. FILTER STRUCTURES

wheretr(-) and(- ) are the trace and the hermitian transpose
perations on a matrix, respectively. The representation of the
emporal-spatial filter as a matrix is useful in expressing any fil-
tering scheme that is linear in the temporal and spatial domains.
In what follows, we investigate the possible filter structures.

N The filter structures in Section IlI-A—C use single-user pro-
r = Z w/pjhjb]-ajsj(»l) + n;. (3) cessing in at least one of the temporal and spatial domains and
j=1 are well-known. Next we derive two temporal-spatial filters, the

filter structures in Section IlI-D and IlI-E, which usmscaded
MMSE optimizations in spatial and temporal domains. The
structure of these receivers is to combine either the received
chip samples at the output of each array element in the MMSE
N sense followed by a spatial filter that combines the resulting
R = Z\/I%bjsja;r +N. (4) vector in the MMSE sense (Section IlI-D); or to combine
=1 all array outputs for each chip sample in the MMSE sense

Over one bit period” = GT,, we collect a set off K-dimen-
sional vectors{r;,1 < | < G}, which we can arrange in a
G x K matrixR = [rl,rQ,...,rG]T; see Fig. 1.
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followed by the temporal MMSE combiner for the resultind. Cascaded Temporal-Spatial MMSE

vector (Section IlI-E). _ o Assume that at the output of each antenna array, we are al-
Next, in Section IlI-F and Ill-G, we give the joint tem-|5eq o design a temporal filter, i.e., a linear chip combiner.
poral-spatial MMSE filter structures. The difference betweeRa.a that the output of theth element of the antenna array

the two joint MMSE structures is the fact that while theresponds to theth column,zy, of the received signal matrix
joint optimum temporal-spatial MMSE in Section llI-F ISR 5nd'is given by (5).

the best filter in terms of minimizing the mean squared error \we would like to desigri temporal filtersey, k = 1,..., K
(and maximizing the SIR) over all possible matrix filters, the,;ch that the resulting statistic ' Y
constrained optimum temporal-spatial filter in Section IlI-G is

the MMSE filter when the filter space is constrained to contain N

matrix ﬁlte'rs of rank 1.0nly. The phys!cal inte'rpretlatior.I of thig e = cksz = Z /pjh;bjcfsja;k) + cfnk (12)
mathematical constraint on the matrix receiver filter is that it j=1

results in aseparable filterwith a single temporal and a single

spatial combiner. has minimum mean squared difference from the desired bit

The difference between the joint MMSE structures iffhe solution can be found as [11]
Section llI-F and IlI-G and the cascaded MMSE structures
in Section 11I-D and IlI-E lies in the fact that the cascaded c¢; = argmin E[|cP z; — b;]?]
structures use temporal and spatial filters that are optimized N 4
independently in each domain while the joint structures are N 2
RN . . / (k) (k) T 2
found by optimization in both domains simultaneously. pihia; Z ’% ’ pihjsjs;j +o0°1 8.
j=1
A. Single-User Temporal-Spatial Detector (13)

the temporal domains and has been proposed in [6]. The d te that what make.k, the temporal MMSE filter at the ogtput
sion statistic in this case i§ — <TRa* — tr(a’?‘sTR) leading of the kth antenna, different frorg;, the temporal MMSE filter
t ¢ LR at the output of théth antenna, are the different spatial gains

This is a single-user-based approach for both the spatial jgd

to users have to different antennas. Defining the modified gain at
xMF-MF _ T ) the output of thekth antenna for usef as (cfsj)agk), from
g L (12), we have
. . . ]\T
B. Temporal MMSE Filter-Spatial Matched Filter i = Z /—pjhjbjdg-k) Y, k=1,....K (14)
This approach uses multiuser processing in temporal domain j=1

[11] and single-user processing in spatial domain. The decision
statistic in this case ig; = ¢, Ra} = tr(alc; R), leadingto  With

MMSE-MF _ T *
XISENE g ©® ) = () T
where .
~1 al Ol T (k)
N . T ) X Z ajo pjhlej/Sj/ + 021 s;|a;’.
C;, = plh, ijhj a; aj| Sij + o I S;. (9) 7'=1
j=1

(15)

We can then combinég, } in the MMSE sense. Similar to

C. Temporal Matched Filter-Spatial MMSE Filter :
) P ) P o (13), we can express the second stage of the cascaded filter as
This approach uses single-user processing in the temporal

domain combined with multiuser processing in spatial domain

- L ! T w = arg min E[|w?y — b;]?]
[20]. The decision statistic in this caseys = s, Rw; = w

—1
tr(wfsiTR), leading to N
= Vpihi | > _pihaal + A | & (16)
X?/IF—I\»H\»ISE _ SinT (10) j=1
where whereA = diag{o?(c} c;)} is the covariance matrix af. The
final bit decision is done by taking the sign of the real part of

- yi = wiy.

N
2
w; = \/pih; ijhj (siTsj) ajaf + 0’1 a;. (11) Note that to construct the overall receiver, we need to invert
j=1 K G xG matrices and onf& x K matrix. To see how the overall
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cascaded filter can be expressed as a matrix WtEF~“MMSE | we have
observe that N
= \pihibis +iw, 1=1,...,G.  (26)
j=1

and It remains to find the MMSE combiner fgr. We can express
< this second stage of the cascaded filter as
Yi = Z Wik = Z witr (ekckHR
k=1 k=1

Uk = ¢l zp = ci’Rey, = tr(erc) R) 17)

¢ = argmin E[|c?y — b;]?]
C

< K HR) (18) N -1

=tr E wiegCy, a1 . A

k=1 = v/pih; E lpjhjsjsj + 502(w w)I 8;. (27)
i=

whereey, is a K vector which has a one in ifgh entry and all

zeros elsewhere. Comparing (18) with (6), we find that Notice that, as in the case of Section IlI-D, the noise

covariance matrix is given by didg*(w] w;)}. Since
whw, = (1/G)(wHw) for all , the noise covariance matrix
X PS5 CMMSE Zwkckek (19) reduces tdo?/G)(wHw)I. The final bit decision is done by
taking the sign of the real part gf = c”y.

Note that to construct the overall receiver, we need to invert
oneK x K matrix to calculatex and ong5 x GG matrix to cal-
E. Cascaded Spatial-Temporal MMSE culatec. To see how the overall cascaded filter can be expressed

as a matrix filterX > T=MMSE “gphserve that

Alternatively, one can think of first combining all antenna

which can be of rank up t&.

array elements for each chip sample, followed by a temporal ¢, = e, Rwl = s(l) tr (w ;FR) (28)
combiner. In this case, first, each row of the received mairix e G
from (3) is combined via a spatial filtev;,l = 1,...,G. yi = cHy = G = Z C}ksgz) tr (w*eTR)
We would like to find the filterw; to combine the elements — —
of r; in the MMSE sense. The resulting filter can be expressed
as = tr <w <Z cysg”ef) R) . (29)
w; = arg min E[|jw r; — b;|?] ) =t . }
w ) Then, comparing (29) with (6), we find that
N G
pih,;s,gl) Z (s§z)) p]h]a]a + 0’1 a;. XST-CMMSE _ (Z c,s§l>e,) wl (30)
j=1 =1

(20)
F. Optimum Temporal-Spatial MMSE Filter

Recall from (2) thats{")? = 1 G, for all [. Thus, definin
@ (SJ ) / g Consider the optimum matrix filter in temporal and spatial

N -1 domains, which minimizes the minimum mean squared error
W = \/pih; Z épjhjajafl + 021 a; (22) betweeny; andb;
=1 XO-MMSE _ g n%énEHtr(XHR) - b’ (31)
we arrive at The optimization problem (31) can be converted to an optimiza-
W) = sz(.l)\?v I=1....G. (22) tion problem with vector variables for easier manipulation [21].

The problem to solve then becomes a straightforward extension
Thus, for each chip sample sequeneg,is equal to+w de- of the te.mporal or spatial (single-domain) MMSE problem and
pending on the current chip value of the desired user. At th@n €asily be found as [11], [17], [19]-{22]
output of thelth combiner, the resulting statistic can be ex- N -1
pressed as xi = Vpihi | Y pihjall +0’T|  ai (32)
j=1

=w/r = Z Vpihibjw{ ajs J "rwln (23 whereq; is the combined temporal-spatial signature of user

j and is constructed by stacking columnSSgaﬁT as a long

N N vector of sizeK G. The matrix filterX 9 ~MMSE js constructed
Z Vpihibiwa; sDsO 4 p (24) i | putti
3% 55 b by taking everyG elements ofx; and putting as a column to
i=1 X O—MMSE
Defining The joint MMSE filter requires a possibly large matrix

(KG x KQG) to be inverted, which can be computationally

Agl) = whHa s (25) costly, or the corresponding adaptive implementation may be

=W a;s;’s
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slow. This is the reason why we consider the less complex joldbw, consider the following algorithm. Starting with the
MMSE filter in the next section. filter pair c(0),w(0) and keepingw(0) fixed, one can find
c(l) = MMSE(w(0)). This operation decreases the MSE

G. Constrained Optimum Temporal-Spatial MMSE Filter  defined in (35). Then keeping:(1) fixed, one can find
To reduce the complexity of the temporal and spatial filtering'(1) = MMSE(c(1)). This operation further decreases the

with little sacrifice in performance, [18] proposes finding thSE in (35). Iteration+-1 of this two-step iterative algorithm

optimum matrix filter in a constrained class of matrix filtersfor useri is given as

The proposed constrained class is rank 1 matrix filters, or the

separableeemporal-spatial filters, i.e., the filters that can be ex- c(n +1) = MMSE(w(n)) (38)

pressed aX; = cw | . We can find the joint optimal filter pair w(n +1) = MMSE(c(n + 1)) (39)

in the minimum mean squared error sense for this constrair}g

d . .
class. The optimization problem in (31) becomes ote that the order in which andw are updated could be re-

versed, i.e., we could devise the same algorithm wherawthe

[e, W] = arg min E[Jtr(w*c¥R) — b;|%] vector is updated before After each two-step iteration given
v e ) by (38) and (39), the MSE in (35) monotonically decreases. The
= arg {IjglEHC Rw™ — b;|"]. (33) algorithm is provably convergent, and the convergence point is

experimentally observed to be the optimum gairw], where
the MSE is minimized and the SIR of the user is maximized
X?O—MMSE _— (34) [19].

= CW .

The resultingc, w| pair yields the matrix filter

This matrix filter is suboptimal for the optimization problem IV. PEREFORMANCE COMPARISON
given in (31) since it is found in a constrain&d space. The

MSE function in (33) can be expressed as An important performance comparison criterion is the proba-

bility of bit error. Unfortunately, for general system parameters,
it is difficult to derive analytical results for the probability of bit
error, rendering this comparison intractable. A commonly used
approximation to the probability of bit error is obtained when
— 2v/pihiR{(c"s;)(wha;)} + 1 (35) a Gaussian approximation is applied to the total interference. It

whereR{ -} denotes the real part of a complex number. Thyas reported in [24] that this Gaus;ian approximation is par-
minimizer of (35) does not have a closed-form expressidigularly accurate when MMSE receivers are employed. In this
[19]. Further, the MSE function is not jointly convex inand 2S¢ the bit error probgblht_y becomes a one-to-one decreasing
w, although it is convex in each variable, (or w), when the function of the SIR, which, in turn, can be related to the MSE.

other variable is fixed. Thus, standard iterative optimizatiofic” & 9eneral matrix filteX,, the MSE and the SIR are related

algorithms cannot guarantee convergence to global mininss, (for details, see [19, Appendix])
However, an alternating minimization algorithm [23] is given 1
in [19] that is observed to have good convergence properties. min,, MS—E(aX) =1+ SIR(X). (40)

We restate the algorithm here for convenience. ] ) )
Consider fixing the value of one of the filters: sayis fixed 1hUS, With an appropriate scaling, the MSE and the SIR pro-
to w. It is then possible to find the filtet that maximally de- duced by every filter can be related, and the filter that minimizes

creases the MSE function in (35). The solution is analogousftf MSE also maximizes the SIR. Note that the SIR, and there-
the MMSE detector [11], where usgfs received amplitude fore the bit error rate when defined in terms of the SIR, are in-

is modified such that it im(wHaj). Denote this filter SENsitive to the scaling of the Iine_ar_receiverfilter. _
From the arguments above, it is clear that the optimum

N
MSE = 2:pjhj|cHsj|2|wHaj|2 + o?(cHe)(wHw)
7j=1

¢ = MMSE(w) ) i :
MMSE receiver of Section IlI-F outperforms all other receiver
¢ = MMSE(w) structures mentioned in Section 1lI-A—E, as well as the con-
= /pihi(wHa;) strained optimum MMSE receiver in Section IlI-G, in terms

~1 of both the MSE and the SIR. The reason for this is that the
al -H_ 2. _H 2/~ H ~ filter in Section IlI-F is chosen to minimize the MSE over
% z_:pjhﬂw ajl"sjsy +ot(Wiw)L | s (36) possible matrix filters. It only remains to compare the
=t performance of the constrained optimum MMSE receiver of
The same argument can be made for the case whsrixed to  Section 11I-G with the receiver structures in Section I1I-A—E.
¢ and the spatial filter is found to maximally decrease the MSEirst we observe from (7), (8), (10), and (30) that the fil-
w = MMSE(¢) ters XMF-MF x MMSE-MF ¢ MF-MMSE  ST—CMMSE
W = MMSE(&) are of rank 1. Given that the constrained optimum MMSE
T XEO-MMSE minimizes the MSE and therefore maximizes
= Vpihi(€7si) the SIR among all possible rank 1 matrix filters, we con-
N -t clude that the constrained optimum MMSE receiver filter
x | Y pjhile"s;|Paall + o*(&E)I| a;. (37) outperforms all of these suboptimum receiver filters. In fact,
j=1 the iterative algorithm described by (38) and (39) can be
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started at any of the temporal-spatial filter pairs that deflqe )| at the outputs of different antenna elements. Since in the
XME-MF g MMSE-MF y MF-MMSE o X ST-CMMSE gjnce interference-limited regime where the ratio of the background
each |terat|on increases the SIR and decreases the MSE maraise power to received interfering powers goes to zero, the
tonically, with each iteration, the performance of the resultinglMSE receivers go to decorrelators, and since decorrelators are
filter pair is better than the previous one and the convergeneelependent of the received powers of the userdyatétmporal
point temporal-spatial filter pailK S©—MMSE gutperforms the receiver filters become identical, i.e;, = c for all . Note that
starting-point filter pair. this is true even when the cross-correlation matrix is not invert-
The cascaded temporal-spatial MMSE filtir 5~ “MMSE  jple and the Moore—Penrose generalized inverse is used. When
in Section IlI-D can have rank up té, just as the joint the temporal filters at the output of all antenna array elements
optimum MMSE filter of Section III-F, which can have rankare the same, the receiver filt& >~ “¥5E pecomes a rank
up to min{K,G}. Thus, there could be cases under which filter. The MSE achieved bKTS CMMSE \ggSS—CMMSE
X FS—CMMSE performs better than the constrained optimunis larger than that of the constrained optimum MMSE filter
filter; see Section V. However, the fact tht S~ MMSE has MSECO-MMSE simply becaus& COMMSE s the filter that
higher rank tharX{©—MSE does not necessagl(;)/ %\%gntemelds the minimum MSE among all rank 1 matrix filters. Thus
that it yields a Iower MSE or a higher SIR th
This is also demonstrated in Section V ai(clil is intuitively W MSE; =~ HMHEE > Jim MSE; O~ MYEE, (42)
pleasing sinc& S~ MMSE in contrast withX O~ MMSE g
not designed W|th the objective of minimizing the end-to- -eny
MSE of the user; i.e., from the transmitted bit of thie user to
the final filter output of theth user. Thus, neithex {0 —MMSE lim SIR; S~ MMSE < i SIRFO-MMSE " (43)
nor X[S~CMMSE performs uniformly better than the other; =0 =0
dependmg on the system parametel @, K, spatial and 'Hence, the constrained optimum MMSE filter outperforms

temporal signatures of the users, etc.), one may outperform {Hg cascaded temporal-spatial MMSE filter of Section 11I-D
other. asymptotically.

Itis possible to compare the two filters in the asymptotic case
when the background noise’ goes to zero, or, equivalently, V. RESULTS
the received powers of the interfering users go to infinity. It Numerical results showing the performance of the filters
is well known that the MMSE receiver reduces to a decorrgonsidered in this paper are now given. We consider a single-cell
lating receiver as the background noise power goes to zeroGDMA system, the base station of which employs a linear
the received powers of the interfering users go to infinity [Shntenna array [17]. For each experiment we present here,
The decorrelating receiver [10] is a linear multiuser detectorthﬁ@ temporal signatures and users’ positions, which in turn
suppresses the multiaccess interference totally while enhan(ﬂ{@ermine the Spatia| Signatures, are created random]y but
the power of the background Gaussian noise. The multiaccg@gsn kept fixed for that experiment. The experiments are
interference is suppressed by projecting the desired user’s sighgdnded to demonstrate the behavior and performance of all
onto the subspace that is orthogonal to the signal space spanfedilters under different system loading conditions. For each
by the interfering users. The decorrelation operation is indepeskperiment, we plot the output SIR for the desired user (in linear
dent of the received powers of the users and only depends ondbgle) versus the received signal-to-noise ratios (SNRs) of all
signature sequences of the users. The multiaccess interfergaggferers (in dB scale). The severe near—far conditions where
is suppressed totally if the desired user’s signature sequencgi$interferers’ powers are very high are intended to show the
linearly independent of the interfering signatures. The tempogdymptotic behavior of the filters, i.e., their performance in the
decorrelating filter for useid; is found by interference-limited environment where noise level becomes

d; = S(S¥S) le; = ST e, (41) negli,gible compared to the interference power. The desired
user’s SNR is kept at 10 dB.

for a chip matched filtered CDMA received signal where users’ Consider first a system with processing géin= 8, K = 2
temporal signatures; constitute the columns of the signaturerray elements, andé = 2 users. Fig. 2 shows the output
matrix S. Note thatT" is the cross-correlation matrix of users’SIR of the desired user. As expected, with only a single inter-
temporal signatures and is invertible if users’ signatures are liierer present, all filters perform well even under very severe
early independent. When this is not the case, the decorrelatonéar—far conditions, where the interferer's power is as much
found by using the Moore—Penrose generalized inverse of & 60 dB above the desired user’'s. The only exception is the
cross-correlation matrik+ and remains independent of the retemporal-spatial matched filter, which is well known to be not
ceived powers of the users [10]. near—far resistant. The more interesting observation about this

Recall now that in the calculation of the cascaded temporalystem is better observed in Fig. 3. Recall that we concluded in
spatial MMSE receiver filteX >~ “MMSE first, K temporal Section IV that the constrained optimum MMSE filter does not
MMSE receiver filters are found [see (13)] and that théSe necessarily outperform the cascaded temporal-spatial MMSE
MMSE receiversg;s, are different due to the fact that the refilter of Section 111-D; it only is as good as or better than the cas-
ceived powers of the users are different at each antenna arcaged temporal-spatial MMSE filter asymptotically. Indeed, in
element. This is because the actual received powers of the usegs 3, we see that the cascaded temporal-spatial MMSE outper-
are multiplied with the square magnitudes of the antenna gafesms the constrained optimum MMSE filter. When the system

quivalently, using (40), the SIRs achieved by these two filters
this interference-limited regime are compared as
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output statistics of the first stage of the cascaded temporal-spa-

Fig.3. N =2, K =2, G = 8, Fig. 2 magnified. tial MMSE filter are interference free, i.e., (14) can be expressed
as
becomes interference limited, both detectors have identical per- . -
P ¥ = \/pihibi(cs)a; + i (44)

formance. The constrained optimum MMSE filter outperforms
all other filters, except for the optimum MMSE filter, which ISwhere 7, is the enhanced noise at the output of the

the SIR maximizer among all matrix filters. antenna and the componentsiofare independent. Thus, the
For the rest of this section, the system consideredthas4  second-stage spatial MMSE combinerin (16) becomes the
antenna array elements aftl= 16 processing gain. We will spatial matched filter;, which explains why the temporal
examine the performance of the filter structures for this systeimSE-spatial matched filter and the cascaded temporal-spatial
under different loading conditions. MMSE filter have identical performance asymptotically. It
We first considetN = 8 users. Fig. 4 shows the output SIRs also notable that a constrained optimum MMSE detector
of the desired user. The constrained optimum MMSE filter oubecomes atemporal-spatial decorrelator and chooses to suppress
performs all filters, except for the optimum MMSE filter. Notesome of the interferers in temporal domain and others in spatial
that, for this system, users’ temporal signature sequences @oenain, such that it gets the best asymptotic SIR among such
linearly independent. Thus, when the system is interference litemporal-spatial decorrelators.
ited, the filters that perform temporal MMSE first, i.e., the tem- Next we considerN = 16 users. The output SIR of the
poral MMSE filter-spatial matched filter of Section III-C anddesired user is plotted in Fig. 5. There are still enough temporal
the cascaded temporal-spatial MMSE filter of Section 11-D, endimensions for users to be decorrelated in the temporal domain,
up decorrelating all interferers in the temporal domain. Specifie., N < G, even if they cannot all be suppressed in the spatial
cally, the temporal MMSE filter at the output of each antenrdomain. As a result, all filters that employ MMSE combining
becomes a decorrelatey, = ¢, forall k = 1,..., K, for inthe temporal domain have nonzero SIRs asymptotically, i.e.,
the the cascaded temporal-spatial MMSE filter. In this case, thgMSE—MEF X 5T-CMMSE xTS-CMMSE ¢ CO-MMSE " gnd
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SIR over all filters except the optimum MMSE filter.
The next system to be considered hds= 18 users, and

are all near—far resistant. However, the constrained[3]
optimum MMSE filter, again by choosing the appropriate users
to suppress in the spatial or temporal domains, achieve higher
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output SIR of 5 (7 dB) when all interferers’ powers are 10 dB
higher than the desired user, itn®t near—far resistant. This

is simply due to the fact that the constrained optimum MMSE
filter can suppress up 16— 1 users in the temporal domain and

K —1 users in the spatial domain. Thus, for this example, when
N > 19, the constrained optimum MMSE filter is not able to
suppress all the interference and the output SIR it produces ap-
proaches zero when the interferers’ powers approach infinity.
The optimum MMSE detector, on the other hand, can suppress
up to KG—1 users and for this example is near—far resistant.

VI. CONCLUSION

In this paper, we have examined different possible filter
structures for a CDMA system when both temporal and spatial
filters are used at the receiver. It is shown that the joint domain
approaches, the optimum MMSE filter and the constrained
optimum MMSE filter, outperform the approaches where the
temporal and spatial receivers are designed independently in
cascade. While the optimum MMSE is the filter that maximizes
the output SIR of the desired user over all possible temporal-
spatial filter structures, its complexity may render its usage
impractical, and other structures have to be considered. We have
observed that the constrained optimum MMSE filter performs
close to the optimum MMSE filter for all but extremely loaded
systems, and outperforms all other structures either uniformly
or asymptotically (in the decorrelating regime), and shows
promise for implementability because of its low complexity.
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