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Interference Management for CDMA Systems
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Abstract—Among the ambitious challenges to be met by the power control, multiuser detection, and receiver beamforming.
third-generation systems is to provide high-capacity flexible |n very general terms, power control balances received powers
services. Code-division multiple access (CDMA) emerges as agf 4| ysers so that no user creates excessive interference to
promising candidate to meet these challenges. It is well known h inth ] It d . d b i}
that CDMA systems are interference-limited, and interference ot e'.' usersm.t e system; muftiuser _EteCt'on an amer?na eam
management is needed to maxima”y utilize the potentia| gains form|ng eXp|O|tthe tempora| and Spatla| structure of the interfer-
of this access scheme. Several methods of controlling and/orence, respectively, to cancel or suppress it. Current second-gen-
suppressing the interference through power control, multiuser eration CDMA standard, 1S-95, uses only one of these tech-
detection (temporal filtering), and receiver beamforming (spatial niques, power control, whereas the third-generation CDMA pro-

filtering) have been proposed to increase the capacity of CDMA . . .
systems up to date. We investigate the capacity increase that isPosal, W-CDMA, intends to include all three interference man-

possible by combining power control with intelligent temporal and  @gement techniques. In this work, we investigate the capacity
spatial receiver filter design. The signal-to-interference ratio max- gain that these techniques can provide when combined together
imizing joint temporal-spatial receiver filters in unconstrained  optimally, and the algorithms that can realize this gain.
and constralrjed filter spaces are derived. T\(vo-step iterative power  The aim of power control is to assign users with transmitter
control algorithms that converge to the optimum powers and the S .
joint temporal and spatial receiver filters in the corresponding power levels S’_O as tc_) mlnlmlze. the |nt.erference_ usersf Cr(_aate to
filter domains are given. A power control algorithm with a less €ach other while having a certain quality of service which is de-
complex filter update procedure is also given. We observe that fined in terms of the signal-to-interference ratio (SIR) [3]. Ear-
significant savings in total transmit power are possible if filtering  |ier work identified the power control problem as an eigenvalue
in both domains is utilized compared with conventional power  5151em for nonnegative matrices and the solution is found by
control and joint optimal power control and filtering in only one . . ; . . . . .
domain. a matrix inversion, i.e., in a centralized and noniterative fashion
[4], [5]. This is followed by the development of iterative and
distributed algorithms that require only local measurements [3],
[6], [7]. Traditional iterative power control approaches assume
that only one antenna and matched filter receivers are being used
at the base stations and each user employs an SIR-based power
. INTRODUCTION update where the user’s power is multiplied by the ratio of its

UTURE wireless systems are expected to provide high-d&'get SIR to its current SIR, i.e., for usethe update is
pacity flexible services. Wide-band code-division multiple .
access (W-CDMA) [1], [2] has emerged as a promising can- piln+1)= N pi(n) Q)
didate to meet these challenges. It is well known that CDMA 7i(n)
systems are interference-limited and suffer from a phenomer{ﬁﬁerepi(n) and~;(n) are the power and SIR of uséat iter-
known as theear—far effectvhere strong users degrade the pelyiqn,;, andyr is the SIRtargetof useri. The simple intuition
formance of the weak users significantly. Techniques that cqQ\spind this iteration is that if the current S () of useri is

trol and/or suppress interference help increase the capacit)fecgs than the target SIR’, then the power of that user is in-
a CDMA system. Three interference management methods 8f€ased: otherwise. it is decreased

Multiuser detection [8] performs temporal filtering of
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Exploiting spatial diversity through the use of array conthe user’s bit assuming no constraints on the filter space. Mo-
bining to increase the system capacity is a familiar notion tivated by the potential high complexity of this unconstrained
wireless systems [14]. For narrow-band systems, it was shoatimum filter, we also investigate temporal and spatial filters
that multiple antennas can be used to null out interferers atiht are less complex to implement. We constrain the filter space
achieve diversity gain [15]. Increasing the capacity of CDMAuch that the corresponding optimal temporal-spatial filters in
systems by employing antenna arrays at the base station thés constrained space are separable filters. We then find the it-
been proposed in [16]. The idea is to combine the outputs efative power control algorithms that update the filters and the
multiple antenna array elements to make bit decisions for thewers of all users that converge to the joint optimal powers and
user. Reference [16] assumes matched filter receivers in the tiramporal-spatial filters in the associated unconstrained or con-
domain for each user as well as combining the array obsergsrained filter spaces. It is observed that combining the three ap-
tions via a filter that is matched to the array response of the ugemaches, i.e., power control and intelligent combining in both
i.e., single-user processing is employed in both domains.  spatial and temporal domains, leads to significant savings in

Space-time processing for CDMA traditionally refers to retotal transmit power and can increase capacity by supporting
ceiver beamforming (space processing) and multipath combinialy users in some highly loaded systems that would otherwise
(time processing) [17]. The received signals from different paths infeasible.
andantennas are combinedtodecode the desired user’s bits. How-
ever, the inherent structure of the multiple interferers is not ex- Il. SYSTEM MODEL
plloited, i.e_., amatchedfilter to the spreading vyaveform qfthe de—We consider anV-user, multicell direct-sequence CDMA
sireduserisemployed, e.g.,[18]-[20]. Suboptimum muItluserd2j\y

. : L ystem where each user is assigned a unique signature se-
tectors for multipath fading channels are studied in [21] and [2 uence. For clarity of exposition, we assume a synchronous

Arecentpaper[23] addressesthederlvatlonofthesufﬂmentstagslétem with processing gai. Initially, we will assume that

tlchs andthe pptlmu;n and some suboptlTudehuItluser fjfteCthse station assignment has been done for all users. The base
whenareceverantennaarray Is presentand the users ransiiizs , , sejection will be incorporated into our interference

slons pass through a multlpath'cha'nnel. management algorithms in Section 1V-B. At each base station,
Most of the receiver processing literature concentrated on des antenna array ol elements is employed. Following
veloping signal processing algorithms without considering ﬂ?@ferences [16], [25], and [26], over one bit period, the received

issue of optimum transmit power control, assuming the need {Qp 5| 4t the output of the antenna array at the assigned base
power control can be alleviated by intelligent receiver des'ggtation of Uset is

More recently, combining power control and multiuser detec- N

tion for CDMA has been studied in [13] and [24]. In [13], the ‘

problem of finding the jointly optimLEm ]powegs a]md Ii[negir re- ri(t) = Z VPihiibisi(taij +ni(t) @
ceiver filters was studied. It was shown that a distributed and =t

iterative power control algorithm where each user optimizes '\mqerepj7 b;, ands;(t) are the transmit power, bit, and the sig-
linear receiver filter before each power control update convergggture of usey, respectively. The uplink gain of usgrto the

to the point where all users expend minimum transmit powgksigned base station ofs h,;, anda,; is the array response
and use the corresponding MMSE linear filters. This work agector of user; (spatial signature) at the base station of user
sumed a single antenna at each base station. A similar develppFhe termn;(t) represents the white Gaussian noise vector.
ment arose in joint power control and beamforming for wirelegship matched filtering the received signal and sampling at the
networks in [25], where it was shown that a capacity increaseghip rate, we havé? observations at the output of each of the
possible with power control if array observations are combingg antenna elements (see Fig. 1). The observations that will be
in the MMSE sense. For its applications to CDMA, this worlysed to decode the bit of usecan be arranged in@ x K ma-

assumed matched filters, i.e., no multiuser detection. trix as

In this work, we combine the three basic interference man- N
agement approaches, transmit power control, multiuser detec- R, — o s al + N, 3
tion, and beamforming to further increase the uplink capacity ‘ Jz_:l Pjij0i8;i; + Ni )

of a CDMA system. Linear processing is assumed in both the
temporal and the spatial domains. The aim is to assign eagherekth column ofR; represents the chip sampled outputs
user with just enough transmit power and find the best terat the output of thekth antenna array elemens,; is the
poral-spatial filter to process the received signal such that eattip-sampled version of;(¢), N, is the matrix that represents
user achieves its target SIR. The reader should note that the spatially and temporally white noise with variance i.e.,
approach exploits the spatial diversity (through beamformin@)[[NV;]5;[Ni]mn] = 2 61m6in, Whereé,,,, = 0forn # n’,
and the inherent temporal structure of the multiple user CDM#,,, = 1, and(-)* denotes the conjugate of a complex number.
system (through multiuser detection) irsimgle pathchannel. Note that one can obtain a different set of sufficient statis-
Hence the name temporal-spatial filtering, not to be confuséds from (2) by using space—time matched filters and derive bit
with what is generally referred to apace—timgrocessing. detectors for all users in a centralized fashion [23], [27]. We
For each user, we first find the jointly optimal temporal andbserve that adopting the model above yields solutions more
spatial filter that minimizes the mean squared error between timenable to decentralized implementation (see Sections IlI-A
information bit and the decision statistic to be used to decodad III-B).
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BASE STATION OF USER i where (7) follows from (6) using the matrix inversion lemma,
Y which states for an invertible matrixI and vectorax andv
5O Tomp | X 1 TM -1
R,[m,1] _ _ M~*uv'M
MF t=mT, (M + uVT) 1 = M 1 — m (8)
The constant&; andl; in (6) and (7) are given as
Y r () %I;P X R [mk] kl _ \/pihii -
: e 1+ pihuql] (E#i qi;qf; + 021) s
Y li = v/ pihii. )
riét) Chi
ME émTc R, (mK] Note that the matriy” .., q;;q/7 + o*1 is necessarily positive

definite (and thus has an inverse) for @il > 0. X; then can
Fig. 1. Received signal model at the base station of iisBr [, k] denotes be constructed by taking eve@_' e_lement_ ofx; and putting as
the (m, k)th element of the received signal mati given in (3). a column toX;. Note also that it is possible to use adaptive or
blind adaptive approaches to fisd [11], [26], [29].

M. TEMPORAL-SPATIAL FILTERING B. Constrained Temporal-Spatial Filtering (CTSF)

OTSF requires a possibly large mat{ik G x K@) to be

The detection of the information bit of the desired user iﬁverted_ As this procedure may be computationally costly, or
done by taking the sign of the decision statistic which is to ke corresponding adaptive implementation may be slow, one
found using the observation mat;. Observations over the might want to consider less complex filtering procedures that
spatial and temporal domains are to be combined intelligenfvertheless present capacity improvements for the system.
in making the bit decisions of the desired user. Our aim is to find To this end, we consider a constrained class of famiatrix
a two dimensiqnal linear flIteKZ that ylelds decision statistic filters, i_e_,Xi € L whereZ is the space of rank 1 matrices in
Yi = E?:l Ell;l[Xi];l[Ri]jl- In particular, we aim for a filter ¢&xX Note that allX; € £ can be expressed & = c;w; .
that yields the MMSE betweeg andb;. That is, we want to \we call theseseparableemporal-spatial filters. Physically, the
find a matrix filter X; such that scheme is to combine the chip matched filter outputs using a
2 linear filter at the output of each antenna (or equivalently lin-
early combining all of the antenna array observations for each
chip) followed by a linear combination of the resulting statistics.
The decision statistic to decode the bit for ustéren becomes

A. Optimum Temporal-Spatial Filtering (OTSF)

G K
X, = arglr%énE Z ZX;IRMI —b;
j=11=1
= argmin E[|tr(X"R;) — b;|? 4
arg myin Bllc(X""R;) — b’ @ (wiehR) = Rt
wheretr(-) and(-)¥ are the trace and the hermitian transpose N y y e
operations on a matrix, respectively. The reader should note = Z pihiib; (e)'s;) (wi'ai;) + ¢’ Niwi. (10)
that an equivalent MMSE problem can be formulated using the J=t
space—time matched filter outputs and the resulting centralizggs possible to choose; andw; in many different ways. For
solution is given in [23]. example, we may choose to employ matched filters in both spa-
The optimization problem (4) can be converted to an opfal or temporal domains, i.ec; = s; andw; = a;; [16], or
mization problem with vector variables for easier manipulatiogatched filter in one domain and an MMSE filter in the other
[26]. Letr; be the long vector obtained by stacking the columngomain. Here, we consider the joint optimal filter pair in the
of the received signal matriR;. The MMSE problem then can MMSE sense. In this case, the optimization problem (4) be-

be reformulated as follows: comes
— . H
R; = argn;lnEHx r; — b)) (5) [c;, w;] = arg min F [|tr (W;kcf{Rq) —b; 2}
Ci, Wy
Let us definey;; as thg combingd tgmporal-spatial signatgre of = arg min F UchRiW; - biﬂ . (11)
user; at the base station of usérlt is constructed by stacking i, Wi

columns of; a;; as along vector of siz& G. Then, the solution

infE. w1 pair vi ix filter: —
{0 the optimization problem (5) is given as [8], [11], [28] Note that the resultingg;, w;] pair yields a matrix filtefX ;

c;w,; thatis suboptimal for the optimization problem (4), since

-1 it is found in a constraineX space.
%; =k ijhijqz‘qu» + 020 Qs (6) The MSE function in (11) can be expressed as
i N
N -1 MSE = ijhij |cszj|2 |WiHaij|2 +0° (cZHci) (WZHWi)
=1 ijhijQijCIg +0 | qu (7 =t

j=1 - 2\/pihii§R{ (CZHSZ‘) (wf’a”)} +1 (12)
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whereR{-} denotes the real part of a complex number. It can meultimodal, care must be taken to avoid undesirable stopping
shown that although (12) is convexdpfor fixed w; and convex points. In particular, one can observe tka w = 0 is an
in w; for fixed ¢;, it is not jointly convex in both vector vari- undesirable fixed point of the algorithm. A moment’s thought
ables, and the minimizer of MSE does not have a closed fomeveals, however, that this point is reachable only from a point
expression. In this case, it is first necessary to ensure that titeere the filter in either temporal or spatial domains is orthog-
function indeed has a minimum. Fortunately, Weierstrass’ thenal to the desired user’s signature in that domain, and this sit-
orem [30] ensures that there exists a minimum if the functionigtion can be avoided by judicious choice of starting points.
continuous and coercive, i.ef(z) — oo when||z|| — oo, To see this, we observe that the linear transformation (13) pro-
as is the case for the MSE function given by (12). Unfortwducest = 0 iff w'a;; = 0. Similarly, the linear transformation
nately, this minimum is not attained by a unique pair due {d4) producesv = 0 iff ¢fs; = 0. Thus,[c,w] = [0,0] is
nonconvexity. To see this, simply observe that any two pairsachable only from one of the following set of poirfis;w | |
[ci, w;] and[c}, w!] will produce the same MSE . = gc¢; with wla;; = 0 or[c,, w] with cfs; = 0.
andw! = (1/8)w;, wheref is any nonzero scalar. Since this Now, recall the linear transformations in (13) and (14).
argument is true for all MSE values including the MMSE, w&hey are projections onto the corresponding—temporal or
are guaranteed to have multiple minima. spatial—signature spaces. Thus, if we start the algorithm at
Due to the possible multimodality of the MSE functiona pointw(0) that lies in the linear vector space spanned by
standard iterative optimization algorithms cannot guarantdee spatial signatures, we can never arrive at a point outside
convergence to the global minimum. We devise here an itethe corresponding space faror w. Thus, we can avoid the
tive algorithm based on block coordinate descent or nonlinaeandesirable fixed poinfc,w] = [0,0]. Matched filter to the
Gauss-Seidel method [30], also known as alternating mimiesired user’s spatial signature, or any linear combination of
mization [31], [32], and investigate its convergence propertiethe spatial signatures of all users are safe starting points.
Consider fixing the value of one of the filters, s&y. It is Other than the obvious undesirable fixed pojatw]| =
then possible to find the filte¢ that maximally decreases the[0, 0], we have not encountered any other points where the
MSE function in (12). The solution is analogous to the MMSHRlgorithm would get stuck. Experimentally, we have always
detector described in [11] where ugeés received amplitude is observed that the MMSE (global minimum value) is achieved
modified such that it is,/p;2;;(wa,;). With some abuse of starting from random points and the resultitgw] vectors

notation, we will call this filtere¢ = MMSE(w) are scalar multiples of each other in the form[ofw]| and
Y [Bc,w/3], where is a nonzero scalar.
N
e=/pihii(W"a;i) | > _pihis|w'ay;’s;s) +0’|W’T| s C. performance of the Temporal-Spatial MMSE Filters
=1

(13) In this section, we will compare the performances of OTSF
and CTSF in terms of their asymptotic efficiencies and near—far
The same argument can be made for the case veiéséixed to  resistances. Without loss of generality, we will consider a single
¢ and the spatial filter is found to maximally decrease the MSEgll system, and denote the spatial signatures with only one
w = MMSE(¢) index: the spatial signature of usewill be denoted bya;; as
1 usuals; will denote the temporal signature of the same user. We
A R R R have seen in the previous sections that for fixed received powers,
W=1/pihii(e"s;) Zpﬂ'hii|CHSJ|QaiJag+"2|C|QI i+ the OTSF is superior to the CTSF in terms of the achievable
J=1 MSE and SIR. This was a mere consequence of the fact that the
(14) CTSF was constrained to be in the rank 1 matrix space, while

Now, consider the following algorithm. Starting with the ﬁlterth_e OTSF could .take any vz_';llue in.théx K dimensional ma-
pair ¢(0), w(0) and keepingw(0) fixed, one can find:(1) = trix space. We will see in this section that we can arrive at sim-
MMSE(\;V(O)). Then keeping:(1) fixed, one can findv(1) = ilar conclusions in terms of their asymptotic efficiencies and
MMSE(c(1)) that further decreases the MSE in (12). Iteratiof®ar—far resistances. Asymptotic efficiency of usewith en-

n+1 of this two-step iterative algorithm for uséis given below ergy F;, and bit-error rate of the user in the multiuser environ-
ment, as a function of the background noise powerP;(o),

N

ci(n + 1) = MMSE(w;(n)) (15) s defined as [8]
w;(n+ 1) = MMSE(c;(n + 1)). (16)
. P(o
Note that the order in whick; andw; are updated could be n; =supg 0 <r < 1;}111}0 % < oo (18)
reversed. That is, we could devise a similar algorithm whkere Q (T)

is updated before;. The resulting MSE sequence given by the 0o
algorithm (15) and (16) is decreasing since whereQ(x) = [~ (1/v2r) exp(—y?/2) dy. Then the near—far

resistance is defined as [8]
MSE(c(n — 1), w(n — 1)) > MSE(c(n), w(n — 1)) - .
> MSE(c(n), win)) ~ (17) = (19)

and is bounded from below by the MMSE value. Thus, the dkis well known that the asymptotic efficiency of an MMSE
gorithm is convergent. However, since the function is possibigceiver is equal to the asymptotic efficiency of a decorrelating
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(zero-forcing) receiver [8]. Therefore, in order to study thaser with the constrained temporal-spatial decorrelating filter is
asymptotic efficiencies of the unconstrained and constraingiyen as

MMSE receivers (OTSF and CTSF, respectively), we will ‘ 1

study the asymptotic efficiencies of the unconstrained and ey = 1MAX — (24)
. : . . I..1; (AHA )—1 (SHS )

constrained (to rank 1 matrix space) decorrelating receivers. s s L LB "

The unconstrained temporal-spatial decorrelating recéer
for the ¢th user, is defined to be the solution of the followin
optimization problem [10]:

here the maximization is defined over all possible partitions
f the interfering users into two sets. Note that for both the un-
constrained and the constrained filters, near—far resistances are

max  tr (X flsia;r) eiqual toﬁ}he corirespondlng qsymptouc eff|C|enIC|es,.17.§.,:.
v o % andn, = 1., for all ¢, since the asymptotic efficiencies
st tr(X{'s;a;) =0, forallj # < do not depend on the energies of the users. At first sight, it may
tr (XﬁXZ) =1. (20) seemdifficult to compare the quantities in (22) and (24). In order

to do this comparison, we will use a slightly different definition
Using the long vector notation, the unconstrained decorrelatififthe asymptotic efficiency. For a normalized decorrelating de-
receiver can be expressed as tector X, i.e., the solutions of (20) and (23), the asymptotic
efficiency is given as [8], [10], [33]

- HAy—1,. )
xi = Q(Q"Q) e (1) e = (tr (XPs;a7))”. (25)

where Q is a KG x N matrix whose columns arq;, i.e., Note that this is the square of the cost function of the maximiza-
Q = [q1 ---qx], andq; are obtained by stacking the columnsion problems in (20) and (23). Since the feasible set of (23) is
of s;a; into a K@ dimensional vector, ane; is theith N di- contained in the feasible set of (20), we can conclude that the
mensional unit vector, i.e., all entries ef are zero except the cost function at the solution of (20) is larger than or equal to the
ith entry which is equal to 1. From the construction of@ena-  cost function at the solution of (23). Thus

trix, we haveQ 7 Q = (A" A)o(S"S),whereA = [a; ...ay] ‘ ‘

andS = [s; ...sy], ando denotes the Hadamard (elementwise) N 2 New (26)
product of matrices. The asymptotic efficiency of ileuser is

; and the unconstrained temporal-spatial MMSE filter has
given as [8], [10], [23], [27]

greater near—far resistance than the constrained temporal-spa-
‘ 1 1 tial MMSE filter.
M = TomA—T - = = Tavoo - (22) A related interesting issue is how many interfering users

(QYQ)7:  [(ATA)o(878))~ a given user can cope with, in the sense of having a nonzero

The constrained temporal-spatial decorrelating filter is given fipymptotic efficiency, using the constrained and the uncon-

a similar way, except the addition &; € £ into the con- strained decorrelating receivers. As long as a user has a nonzero

straint set of (20). Denoting the constrained decorrelating filt8FYmPtotic efficiency, that user can achieve its quality-of-ser-

asX; = c;w, , we can write (20) as

vice requirement by increasing its transmit power. With the
constrained decorrelating receiver, a user can suppress up

max (cHsi) (WHai) to G — 1 users in time,.and up t& — 1 users in space, as
o . o long as the temporal signature sequences of the users to be
st (ei'sy) (wi'ay) =0, forallj # 1 suppressed in time and the spatial signature sequences of
(cfc;)) (whw;) =1. (23) the users to be suppressed in space are linearly independent.

Therefore, a user can suppress at nigst G — 2 interferers
Note that in order to satisfy the first constraint in (23) we may using a constrained temporal-spatial decorrelating receiver.
decorrelate théth user from an interferingth user eitherintime Clearly, the number of interferers a user can suppress by using
(by choosingef’s; = 0) or in space (by choosing’a; = 0). an unconstrained temporal-spatial decorrelating receiver is
Decorrelating theth user from an interferingth user both in higher, since the constrained decorrelating receiver is a special
time and space results in more enhanced background noise,eask of an unconstrained decorrelating receiver. Using the
equivalently reduced asymptotic efficiency. Therefore, we haleng vector formulation in (21), one would conclude that a
to partition all interfering users (to usgrinto two subsets: those desired user can suppress up A7 — 1 interfering users
that will be decorrelated temporally and those that will be decasince the dimensionality of the temporal-spatial signatures is
related spatially. Let us consider an arbitrary partition of inte# G. However, these “long” temporal-spatial signatures have
fering users into two sets. Ldt and/; denote the indices of a repetitive structure. In other words, the temporal-spatial
the users that will be decorrelated from in space and time, sgnature of a given user is composed of the temporal signature
spectively. LetA ; be a matrix whose first column is the spatiabf the same user concatenat&dtimes after being multiplied
signature of théth user, and the rest of its columns are the spby the K antenna gains. This repetitive structure may result
tial signatures of the users in the det S; be a matrix whose in loss of dimensionality. However, in recent work [34], for a
first column is the temporal signature of tith user and the rest large system wher&/ — oc andG — oo buta = N/G and
of its columns are the temporal signatures of the users in the gefare fixed and finite, the dimensionality of the system with
I;. Then it can be shown that the asymptotic efficiency ofithe unconstrained MMSE receivers has been shown té&lie as
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long as the temporal signatures are random, and antenna gairghe proof of this proposition is given in Appendix A and is a
are uncorrelated. simple extension of the solution to [8, Problem 6.5] (as given in
[35]) to include complex numbers and constrained optimization.

IV. JOINT POWER CONTROL AND TEMPORAL-SPATIAL
FILTERING A. lterative Power Control Algorithms

In Sections I1I-A and 111-B, we derived the joint MMSE fil-  Let us devise an iterative algorithm that converges to the op-
ters for a CDMA system that employs spatial (through bearfimum of (28). Iterative power control algorithms of the form
forming) and temporal processing (through multiuser detection) _
at the receiver, using unconstraing€d; € C%*¥) and con- p(n +1) =I(p(n)) (30)

strained(X; € £), respectively. Our aim, in this section, isare analyzed fostandard interference functior&p) in [3].
to find optimal powerg; and matrix filtersX; for both con-  The definition of a standard interference function and the corre-

strained and unconstrained cases,ifer 1,..., N, such that gponding convergence result will be used throughout this paper
the total transmitter power is minimized while each ussat- 5q are restated here for convenience.
isfies its quality-of-service requiremerlR; > ~, wherev;, Definition 1: I(p) is a standard interference function if for

called thetarget SIR, is the minimum acceptable level of SIR| , > ¢ the following properties are satisfied.
for useri. The SIR of usef at the output of the joint spatial and .

. * Positivity: I > 0.
temporal filter can be expressed as y: L(p)

» Monotonicity: If p > p/, thenI(p) > I(p’).
pilii |t (XHs;al)|? » Scalability: For all > 1, aI(p) > I(ap). N
He TV|2 5 Hx Theorem 1:If there existsp’ > I(p’), then for any initial
tr (X Sfaii)| +o® tr (XfX) power vectop(0), the sequencp(n) = I(p(n—1)) converges
27) toa unique fixed poinp such thap < p’ for anyp’ > I(p’).
The condition that there exisgé > I(p’) is simply arequire-
ment that a feasible power vector exists. The fixed ppiig a
minimum power solution in thgh < p’ for any feasible power

SIR,; =

> i Pibi

We can then state the optimization problem as

L vai vectorp’.
=1 ) We define theith element of the interference functid(p),
vE D i Pilij |bx (stja:jﬂ + o tr (X X;) I;(p), which is valid for both unconstrained and constrained
St opiz hii |tr (XHs;af) |2 cases by a proper selection®fas/;(p) =
pi > 0, X;e€$S 1=1,....N (28) o . Ej;éi,pjhij |tr (stja;5)|2+02tr (XﬁXZ)
whereS = C%*¥ for unconstrained temporal-spatial filtering hii )Iciler}s |tr (XHsiaT) |2
andS = £ for constrained temporal-spatial filtering. Note that Co (31)

as stated above, (28) does not address the constraints on the
power level a user can transmit. In practice, each transmitiéste that the interference function for the unconstrained
clearly has a range over which it can transmit, i.e., it has magemporal-spatial filteringI(p), can be obtained from (31) by
imum power constraints. We will address the existence of thesigoosingS = C“** as
constraints in Section IV-B. .

As in the case for the joint power control and temporal fil- L(p) = Yi nin
tering [13], we can write (28) as (29), shown at the bottom it X €CEXH
of the page. The minimization ové;, on the right-hand side 32 i Dibig [t (Xfs;a)) |2 + o2 tr (XIX;)
of each of the power constraints above, is equivalent to max- ' T T2
imizing SIR; given by (27) for a fixed powep; in the cor- [or (X siag)|
responding filter spaces. As stated in the following proposi- ~vE ) Z#i pihij
tion, temporal-spatial filters that minimize the MSE in the cor- T Ty w0t
responding filter spaces also maximize the SIR.

Proposition 1: The filters that solve (4) and (11) achieve thevhere the long vector notation as introduced in (3.1) is used;
maximum SIR over all filters i€“ >~ and £, respectively. and the interference function for the constrained temporal-spa-

2
+ OQX?Xi
|2

H
X Qij

(32)

123
|Xi Qii

N
min E i
P -
=1

st p, 2 o7 min i Pihis |tr (Xﬁsja;')f +o? tr (X[X;)
T hy Xies |tr (Xflsia;';) |2

p; >0 i=1,...,N (29)
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tial filtering casei(p), can be obtained from (31), by choosingest possible temporal-spatial filters in the corresponding filter

S =Las space.
R x Note that to implement (36), we need to use the iterative algo-
I;(p) = Z—” min rithm given by (15) and (16). The filters need to converge to the
i Xi€L 5 exact optimunt;, w; pair for fixed powers before each power
> ibij e (X sja )" + o tr (X X)) update for the power control algorithm to be standard. So, the-
) |tr (Xffsia;) |2 oretically, many filter updates in the form_of (15) and (16) haye
o to be done before the power of the user is updated. In practice,
= - min a finite numberL of iterations are performed which is in a way
@ o y y an approximation for the standard power control algorithm. Our
Zj#i pihij |Cf{5j| |WzHaz‘j| +o?|ei*|wi|? observation is that a small number of iterations is sufficient. In
' |cffsi|2 |Wf{aii|2 ' all experiments, we usell = 5 iterations. Curiously, we have

(33) also observed the convergence of the following algorithm with
L = 1 of each filter update per power iteration, and that the con-

We make the following observation. vergence point of the following algorithm and Algorithm A2 are
Proposition 2: I{p) in (31) is a standard interference functhe same (see Section V).

tion. Algorithm A3:
The proof of this proposition is given in Appendix A. Propo- (+1) = MMSE(w;(n)) (38)

sition 2 implies that the power control iteration of the form of

(30) converges to the optimum power vector. win+1) = MMSE(c;i(n + 1)) (39)
The resulting power control algorithm for both unconstrained NE i (n)hij|cf’sj|2|wf’aij| 2+ o2 2w 2

and constrained temporal-spatial filtering cases are two-step Rl +1) = h_ :

erative algorithms. In both cases, in the first step, the filter is

found by solving the minimization problem in (31), and in the (40)

second step, the power of the user is updated using (30). Bel§ye intuition behind this algorithm is simple. Before each power
we will state the resulting power control algorithms for unconsgntrol update, each user choosesetter, not necessarily the
strained and constrained cases separately. best, filter pair. This is a mere consequence of the fact that in
The implementation of the two-step iterative power CO””‘Pdeate (38), the SIR of uséis maximized by replacing the tem-
algorithm in the case of unconstrained temporal-spatial filteri%ra| filter withc; (n + 1), for the given power vector ang; (n)
for userff‘ atiterationn + 1 is given by the following Algorithm. 5nq in update (40) the SIR is further increased by the maxi-
Algorithm Al: mization when the power vector arg{n + 1) are fixed. Thus,
-1 [e;(n+1), w;(n+1)] are abetterfilter pair than[c; (n), w;(n)]
. H o for the power vectop(n). The simulation results about the per-
x; = ki(n) zpﬂ'(”)h“q“qii tol| qi formance and convergence of this algorithm are given in Sec-
i tion V.
(34)
%7 qi|” + 02&3}1&) B. Simple Extensions
It was shown in [3] that standard power iterations in the pres-
ence of maximum power constraints are standard and thus con-
(39) vergent. So, itis possible to modify A1 and A2 to incorporate the
wherek; (n) is the scaling factor. Notice that any positive scalalrf'pzx;:gusr?eggv(\/;g)csnn(ft(g;'t(fér:nbga;:écdl#g(’j t?:ggzgfi’\:'& pggvgl_
multiple of x; yields the same power update in (35), so calcul%ws_ ' '
tion of k;(n) is actually not needed. ’
The implementation of the two-step iterative power control pi(n +1) = min{puay, L(p(n))} (41)
algorithm in the case of constrained temporal-spatial filtering ‘ . 7
for user: at iterationn + 1 is given by the following algorithm. pi(n+1) = min{pumax Li(P(n)} (42)
Algorithm A2: whereT;(-) and;(-) are defined in (32) and (33), respectively.
Another possible extension for the power control algorithms
[¢i, %] = arg min E[(c"Ri(p(n))w") - b:)’] (36) we proposed is to incorporate base station selection into the al-
7 gorithms. Base station selection as a means of further interfer-
_ence suppression compared to fixed assignment combined with
2 wi aij|2 transmit power control has been addressed in [36] and [37].
(37) These works assumed a single antenna at each base station and
conventional processing in time and found the best base station
If the SIR targets are feasible, then starting from any initi@ssignment that minimized the total power of all users. Similar
power vector and filter coefficients, the algorithms in (34)—(35p that case, by finding the optimum assignment of users to base
and (36)—(37) converge to the minimum power fixed point witktations, we can further decrease the total transmit power in the

3 2 )
Wi |chsZ| |Wﬁaii|

Vi (Zj;éi pj(n)hi;
hii

pZ(TL + 1) = N 2
Xf{qz‘i|

~ 20 A 2 N R
elfls; || whay,| ™+ o?le; || w2

v > i Pihi;
R

piln+1) =
’ éf’sz|
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systems where temporal and spatial processing are used. C 10° - '
sider M base stations to which all users will be assigrigds
the N-dimensional vector that denotes the assigned base stat
indices. In particularp; = k£ means that useris assigned to
basek. In this case, the optimization problem is

N
min E i
i=1

o Ej;éipjhbij
= i |t (Xflsiali)f “““““““““““““““
p; >0, bie{l,....M}; X, €8; i=1,...,N (43)

—+— C-PC
—— MMSE-PC
—— BF-PC

~6— CTSF-PC, L=1
—8— CTSF-PC, L=5
—4— QTSF-PC

Total Transmit Power

2
w (Xts;al )|+ o tr (XFX)

where, the optimization is over, b, {X; € S}¥ , and, again,
S = C%*K for unconstrained temporal-spatial filtering and 10™ - = %
S = L for constrained temporal-spatial filtering. We can onct lteration Index
again move filter and base station optimization to the constraint
set and define (44), shown at the bottom of the page. Simply Ey 2 Total trgn_smit po’ywsr.of aII_users in the system versus power control
X . X iteration index,N = 12, K = 2, G = 10.

extending the proof we had for Proposition 2, we arrive at the
following proposition. . ) , .

Proposition 3: T(p) is a standard interference function. formed L = 5 iterations of the algorithm given by (15)

Thus, we can devise the algorithm where each user evaluates and (%6) b_efore each power update and obsgr.ve.d that the
its SIR at each base station with the best corresponding temporal resulting fllter$, w gonverged to_ the global minimizer of
and spatial filters and then chooses the best base station. The the MSE function given by (12) in each cagddorithm
transmit power of the user is then adjusted. This algorithm will A2). L
converge to the best temporal and spatial filters in the intendedS) Power C,OerI with single stgp QTSF (C_TSF'HCF 1):
filter space with the best base station assignment and transmit Constrained temporal-spatial filtering is employed, but

or

ower for each user. only L = 1 iteration of the algorithm given by (15) and
P (16) is employed before each power updat&g6rithm
A3).
V. SIMULATION RESULTS
. _ _ 6) OTSF (OTSF-PC): Joint unconstrained filtering in tem-
We consider a nine-cell CDMA system on a<33 grid. We poral and spatial domains is employed as given in46) (

consider fixed base station assignment for simplicity. We as-  gorithm A1).
sume a linear array of omni directional antennas equispaced atig. 2 shows the comparison of total transmit power usage
half awavelength [23] The positions of the users and their tefhen there aréV = 12 users in the system_ An antenna array
poral signatures are generated at random, but then kept fixeddpir = 2 elements is used, and the processing ga is 10.
the particular experiment. The SIR target value is the same far this small system, all power control algorithms are fea-
all users and is set t9* = 5 (7 dB). Results are generated tasible, i.e., all users can achiewé. In fact, results of the al-
compare the following algorithms. gorithms are identical for the case when no maximum power
1) Conventional power control (C-PC): Each base statimonstraints are imposed, and the case where each user is as-
has a single antenna and matched filter receivers are esumed to have a maximum power constraint of 1 W. This is
ployed in the temporal domain [3], [6]. a direct result of the fact that no user has to transmit at max-
2) Power control and multiuser detection (MMSE-PC): Eadmum power at the convergence point for all of the six algo-
base station has a single antenna and MMSE receivers aitems considered. We observe that the power control algorithms
employed in the temporal domain [13]. with temporal-spatial processing (items 4, 5, and 6 above) offer
3) Power control and beamforming (BF-PC): An antennsavings in total transmit power over the C-PC (item 1 above)
array of K elements is employed at each base statioand the combined power control and MMSE filtering in one do-
Array outputs are combined inthe MMSE sense. Matchedain (items 2 and 3 above). Compared to C-PC, the savings
filter receivers are employed in the temporal domain [25%re as high as 7.2 dB. Fig. 3 shows the average SIR achieved
4) Power control with CTSF (CTSF-PQ; = 5): Con- over all users versus the power control iteration index. Since
strained temporal-spatial filtering is employed. We pewll power control algorithms are feasible, they all reach the SIR

2
T( ) ) ,.y;k Ej#i pjhbz-j tr (Xflsjalj)‘ + O'2 tr (X{{XZ)
dAP)= min -—

44
b,X; eS8 hb”‘, |t1“ (X{{Szag—L) ? -
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—o— CTSF-PC, L=1
4.5r -~ CTSF-PC, L=5
—&— OTSF-PC
4t —— C-PC 1
° —— MMSE-PC
T 35" —— BF-PC j
g —— CTSF-PC, L=1 5
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o =
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g
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0.5 |
£
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1 5 10 15 20 10 " . .
lteration Index 1 5 10 15 20

lteration Index
2{9._3.2 gle_ra?g SIR of all users versus power control iteration index; 12, Fig. 5. Total transmit power of all users in the system versus power control
- T iteration index,N = 60, ' = 2, G = 10 (Fig. 4 magnified).

12

10 T T T 5F T PR — p—
—+ C-PC
—— MMSE-PC A 4.5+ ]
10"} | =+ BF-PC J
~e— CTSF-PC, L=1 4+ ]
—a— CTSF-PC, L=5
o
510° | —— QTSF-PC | 25l )
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S ® —— MMSE-PC
o L
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1 p
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Fig. 4. Total transmit power of all users in the system versus power contfélh. 6. Average SIR of all users versus power control iteration indiexs 60,
iteration index,N = 60, K = 2, G = 10. No power constraints. K = 2, G = 10. No power constraints.

target of 5 (7 dB). We also observe from Figs. 2 and 3 that the suppress the interference in conjunction with power control.
convergence speed of the proposed algorithms are faster than 5 is a magnified version of Fig. 4, which emphasizes the
C-PC. For this experiment, C-PC converged in about 20 iterfact that the OTSF with power control offers more savings in
tions while the proposed methods converged in three iteratiotstal transmit power as compared to CTSF with power control
This observation is consistent throughout our experiments, i.gsee Section IlI-B). This figure also emphasizes our observation
we have observed that the joint power control, multiuser deteabout the convergence of tiie= 1 algorithm implemented as
tion, and beamforming algorithms converge faster than thatiaf(38)—(40) to the optimal power vector with optimal CTSFs.
C-PC, BF-PC, and MMSE-PC. Fig. 6 shows the average SIRS after each iteration. The proposed

Next, we consider a highly loaded system wkh= 60 users. algorithms (items 4, 5, and 6 above) achieve the SIR target of 5
The number of antenna array element&is= 2 and processing (7 dB) while the C-PC, BF-PC, and MMSE-PC result in lower
gain isG = 10. In Fig. 4, we see that only power control algoaverage SIRs. Figs. 7 and 8 show the performance of the same
rithms with joint processing in both domains are feasible (itengystem when a maximum power constraint of 1 W is imposed
4, 5, and 6 above). The infeasible algorithms (items 1, 2, anaB each user. Although the total transmit powers of the infea-
above) result in total transmit power values that increase withaible algorithms converge to finite levels due to the presence of
bound since users have no maximum power constraints ahd maximum power constraints (Fig. 7), the average SIR levels
keep increasing their powers at each iteration to increase tregshieved are below the target SIR value for C-PC, BF-PC, and
SIRs, but never can achieve the target SIR value. The systeISE-PC (Fig. 8). The target SIR level is achieved by each
can support this many users at the SIR target level of 5 oniger only when temporal and spatial filtering and power control
by utilizing the structure in both temporal and spatial domairadgorithms are employed.
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Similar observations are obtained for a larger system wi[:h . .

. . . ig. 10. Total transmit power of all users in the system versus power control
processing gailz = 64 and K = 4 antennas. Fig. 9 shows thejeration index,V = 300, K = 4, G = 64. No power constraints.
distribution of theN = 300 users in nine cells for this exper-
iment.In this p The corresponding total transmit power curves
are plotted in Fig. 10. Once again, intelligent signal combinin‘%
methods in both temporal and spatial domains used with opti
power control are superior to that of single domain combini

jointly combining the array observations and the temporal
servations and employing power control. The total transmit
wer expended by all users is less as compared to algorithms

with power control. C-PC and BF-PC are simply infeasible far at do not utilize both temporal and spatial domains. In cases

. . ere other algorithms result in an infeasible system, power
this example. Fig. 11 shows an even more crowded system wi . ; . .
. control with multiuser detection and beamforming can convert
the same parameters aid= 500 users. For this example, only

the temporal and spatial filtering with power control methodté1e system into a feasible one. Thus, it increases the system
P b 9 b a%acity by allowing the SIR targets of the users to be higher,

(items 4, 5, and 6.) are feaS|t_>Ie, l.e., the system can support ¢ y increasing the number of users supportable at a fixed SIR
many users only if all three interference management methq Fget level

are combined as proposed in this paper. One should note that the results we have presented assume
knowledge of all users’ parameters in the system, e.g., spreading
codes, timing information, spatial signatures, and link gains. In
aper, we have shown that when antenna arrays are emplopeattice, especially for out of cell interferers, all parameters may
at each base station, the system performance can be improvetbe available to the system. In such cases, adaptive [11] or

VI. CONCLUSION
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10 i ' T T T T y B ] tiaccess interference and additive white Gaussian noise part of
B v A the received signal witly;, i.e.,R; = ;S; +Y;
10'F . 1
—— BF-PC T
|- cTsFpe, L=t Si = vpihiisiay;
10°f | == CTSF-PC, L=5 E T
—a— OTSF-PC Y = /pjhisbisial; + N (45)

5| i
The MSE and SIR with filteX are given by

¥ MSE(X) = E[|te(XHR;) — b;|?]

Total Transmit Power
_O‘;

10° : = [tr(XHS) 12 + E[|tr(XHY)|]
ol ] —2R{tr(X "SI + 1 (46)
and e o
11 = = = = = = E tr X Sz
10 SIR(X) = _E|[|tr((XHY)i|)|2] (47)

©
e

2 3 4 5 6 7 8 9 10 Now let us consider the MSE with a scaled version of the filter
Iteration Index X

Fig. 11. Total transmit power of all users in the system versus power control . 2 " 2 " 2
iteration index,N' = 500, K = 4, G’ = 64. No power constraints. MSE(aX) = [af {[tr(X7S;)[” + Ef|txr(X7Y;)[7]}
— 2R{tr(aXTSH)} + 1. (48)

blind adaptive [26], [29] methods should be used to find the fiBetting the derivative afISE(«X) with respect to the real and
ters in power control iterations (34), (36), (38), and (39). Thihe imaginary parts at equal to zero, the complex scatathat
speed of convergence of these adaptive algorithms brings a maiiimizesMSE(«X) can be found as
ural constraint on the time frame in which the power updates (XHS;)
in (35), (37), and (40) can be done. Moreover, updates (35); = arg H}XIHMSE(OCX) (XS 2+ E[[ae (XY )2
(37), and (40) require the SIR, or equivalently the interference
function, measured at the output of the usepslatedreceiver (49)
filter to calculate the next transmit power value. We have ashys
sumed perfect measurements of interference functions for the |te(XH )2
power control algorithms proposed here and proved determin-min MSE(aX) =1 — ! .
b o (X782 + E[[n(X7Y;)P]
istic convergence. When perfect measurements of these quanti- (50)
ties are replaced by their noisy estimates, the algorithms we pro-
posed here become stochastic algorithms. Stochastic power agsing (50) and (47) we can write
trol algorithms were studied only for conventional power con- 1
trol (with matched filter receivers at the base station) in [38]. m
Stochastic convergence results need to be studied for the al- >
gorithms proposed here as well as the ones in [13] and [2EQuation (51) is true for any complex filt&. In the uncon-
Lastly, the SIR (or the interference) is a real number and requi&ained temporal-spatial filtering cas€ can take any value in
many bits to be transmitted to the mobile user with enough pre- <, and the constrained case it is constrained to be in the
cision. In this work, as in most of the previous power contrdRnk 1 matrix space denoted iy In order to represent the con-
studies [3], [6], [7], [13], [25], [36]-[38], we assumed that thistrained and unconstrained cases in’ a unified fashion, we will
feedback channel has infinite precision. In contrast with thigstrictX to beX € S with § = C<** for the unconstrained
methodology, the second- and third-generation CDMA syster@8dS = L in the constrained case. Maximizing both sides of
employ the so-calledp-downpower control algorithms which (51) with respect t&X € S, i.e.,
have fixed power steps and require considerably less feedback 1
from the base station to the mobile. The implementation of such xax ming MSE(aX)
limited feedback corresponds to quantization of the SIR Val'ijseequivalent to
to be fed back to the mobile. The effects of this quantization on
the convergence of the power C(_)ntrol _algorithms and also the : : 1 =1 + max SIR(X). (53)
system performance need to be investigated. minx cs ming, MSE(aX) Xcs
Combining continuous variabl&s and« into one variable and
noting that, for both unconstrained and constrained cas¥scif
APPENDIX S, thenaX € S yields
PrROOFS 1

Proof: Proposition 1: Let us assume a general matrix re- minxes MSE(X)
ceiver filter X. Let us represent the desired signal part of thehere we also used the fact tH#iR(X) is insensitive to the
received signal, i.e., the signal of ugewith b;S;, and the mul- scaling of its argument.

=1+ SIR(X). (51)

=1+ max SIR(X) (52)

= 1+ waxSIR(X) (54)



1238

Therefore, (54) verifies that the filté& € S that minimizes
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[4] J. Zander, “Performance of optimum transmitter power control in cel-

the MSE is the one that maximizes the SIR. As shown above,

this result is valid for bothS = C*¥X andS = £. We con-

(5]

clude that the MMSE filters in both the unconstrained and the

constrained spatial-temporal filter spaces maximize the SIR.

Proof: Proposition 2: We first define
37 B pih o (X sjal) [0 o (XFX)
[ir (X!sia]) [

Ji(p,X;)

i
(55)

Therefore

Ii(p) = nin, Ji(p, X5). (56)

(6]
(71

(8]
9]
(10]

(11]

To show thafl(p) is standard, we need to check that the three
conditions in Definition 1 are satisfied for (31). Similar to [13]: [12]

* Positivity: For any fixedX; € S, we haveJ;(p, X;) > 0.

Therefore, this is true for the minimizer filter also, i.e., [13]

I;(p) = minx, ¢s Ji(p, Xi) > 0.

e Monotonicity: For any fixedX,;, p > p’ implies
Ji(p, X;) > Ji(p’, X;). If the minimum of J;(p, X;) in
S is achieved aK7, then

Li(p) = min J;(p, X;) (57)
= Ji(p, X}) (58)
> Ji(p', X}) (59)
> i (' N = L.(p).
2 in Ji(p', Xs) = Li(p') (60)

» Scalability: For any fixedX; and « > 1, we have

ad;(p,X;) > Ji(ap,X;). Again, let X! be the mini-
mizer of J;(p,X;) in S. Then

al;(p) = )I(nir}s alti(p, X;) (61)
2 C
= aJi(p, X]) (62)
> Ji(ap, X}) (63)
2 min Ji(ap, X;) = Li(ap) (64)
O
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