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Abstract 
To facilitate a broad range of experimental research on 
novel protocols and application concepts, we consider an 
indoor wireless testbed to emulate the performance of real-
world networks. A fundamental issue for emulation is the 
replication of communication links of specified quality. In 
particular, we need to replicate on the testbed, for every 
link in the real world, a communication link whose re-
ceived signal-to-interference-and-noise-ratio (SINR) 
matches the corresponding link signal-to-noise-ratio 
(SNR). In this paper, we focus on the downlink SNR map-
ping associated with a network with a single access point 
(AP). Four indoor wireless propagation models (commer-
cial buildings with/without line-of-sight path and residen-
tial buildings with/without line-of-sight path) and two types 
of spatial distributions (uniform distribution inside a circu-
lar cell and uniform distribution along a line) have been 
investigated. Based on the characteristics of the indoor 
testbed, we propose a mapping method with one AP and 
one interferer, which separates the task into two phases: In 
the first phase, the best location and transmission power 
for the interferer node are determined; in the second 
phase, the topology of receiver nodes is configured by a 
minimum weight matching algorithm. Through analysis 
and simulations, we find that when the interferer node is 
located on the corner across from the AP, we can achieve a 
mapping range on the order of 57dB and an average root-
mean-square (RMS) mapping error less than 1 dB. 
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1. INTRODUCTION 
The powerful technology and market trends towards port-
able computing and communications imply an increasingly 
important role for wireless access in the next-generation 
Internet. New sensor and pervasive computing applications 
are expected to drive large-scale deployments of embedded 
computing devices interconnected via new types of short-
range wireless networks. Motivated by the goal to advance 
the technology innovation in the wireless networking field, 
the Open Access Research Testbed for Next-Generation 

Wireless Networks (ORBIT) project has been initiated. It 
focuses on the creation of a large-scale wireless network 
testbed which will facilitate a broad range of experimental 
research on novel protocols and application concepts [1]. 
The proposed ORBIT system will employ a two-tier labo-
ratory emulator/field trial network to achieve reproducibil-
ity of experimentation, and supports evaluation of proto-
cols and applications in real-world settings illustrated in 
Fig. 1 (a).  As shown by Fig.1 (b), the laboratory-based 
wireless network emulator is to be constructed with a large 
two-dimensional array of 802.11x radio nodes (~400 
nodes), which are uniformly spaced on a grid of 20 meters 
by 20 meters, and which can be dynamically intercon-
nected into specified topologies for reproducible wireless 
channel models.  

 
 
 
 
 
 
 
 
 
 
 
 

(a)  Real world outdoor/indoor environment  

(b) ORBIT testbed with 400 nodes uniformly 
distributed on a grid of 20m by 20m 

Fig.1   Mapping of real world environments onto the 
ORBIT indoor testbed 



 

 

A fundamental issue for emulation is the replication of 
communication links of specified quality. In particular, we 
need to map the actual link signal-to-noise-ratios (SNRs) 
onto the indoor testbed. The difficulties of this task lie in 
the fact that on the grid, due to the limited path loss gains, 
we can only obtain a link SNR range of approximately 26 
dB. In addition, the path loss between the grid nodes can 
only take on discrete values. Consequently, we dedicate 
one or more nodes on the grid to the radiation of noise-like 
interference, which has the effect of increasing the dynamic 
range of received signal-to-interference-and-noise-ratio 
(SINR) values among the other grid nodes. This permits 
the set of grid SINRs obtained by our mapping method to 
better match the set of real-world link SNRs. 
We recognize that the grid testbed does not capture all ra-
dio channel effects [1]. For example, the radio channels 
will have no significant multipath. For physical layer radio 
testing, the absence of multipath would be unacceptable; 
however, for a wireless network testbed, the differences are 
less significant. At the network layer, a combination of 
channel impairment and multiuser interference resulting in 
the failure of the physical layer to provide a reliable link 
will result in an absence of network connectivity. Using 
programmable interference and grid mobility, the proposed 
emulator will create similar variations in network connec-
tivity. 
In this paper, our discussion focuses on the downlink SNR 
mapping for a real-world network with a single access 
point (AP) and multiple wireless terminals. In order to 
avoid a time consuming, brute-force search over the entire 
grid, we have proposed a two-phase mapping method based 
on minimum weight matching [2] between the real-world 
link SNRs and the grid SINRs. As for the mapping of up-
link SNRs, it can be easily realized by adjusting the trans-
mission power of each mapped grid node within its 20+ dB 
dynamic range.  
The rest of this paper is organized as follows: Section 2 
introduces the link SNR model for real-world indoor 
WLAN applications; Section 3 formulates the proposed 
mapping algorithm; and Section 4 presents the simulation 
results. Section 5 concludes this paper. 
 
 
 

2. Link SNR OF INDOOR WLAN 

2.1 Pathloss Model 
In a wireless network, the propagation environment can 
vary from a simple line-of-sight (LOS) path to one that is 
attenuated by various obstructions [3]. To obtain the link 
SNR samples for indoor environments, we extend the path 
loss models developed for ultra-wide-band (UWB) com-
munications [4] to WLAN applications. Similar to [4, 5], 
we separate the indoor path loss models into commercial 
(COM) and residential (RES) buildings, as well as line-of-
sight (LOS) and non-line-of-sight (NLS) paths. To capture 

the differences in building materials, structures and ages, 
we treat both the path loss exponent and the standard de-
viation of shadowing as random variables, which are given 
by 

xα α αα µ σ= +    (1) 
and 

( )s s ss y xµ σ= +  ,  (2) 
respectively, where s, ,  and  sα αµ σ µ σ are building-
dependent constants, while , and sx x yα are mutually inde-
pendent Gaussian random variables of zero mean and unit 
variance. The values for  and  sx xα vary from building to 
building, but y varies from location to location inside each 
building. Table 1 lists the model parameters for four differ-
ent indoor environments. Substituting (1) and (2) into the 
generic path loss formula [3] yields 

0 10 0 10 0
( ) 10 log ( / ) 10 log ( / )

hadowingaverage path loss

deviation from average value

s
s s s

PL d PL d d x d d y yx
α α α

µ σ µ σ= + + + + .

   (3) 

Table 1.  Parameters for link SNR models  [4] 
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Considering the limitations of practical environments, it is 
more realistic to model the distribution of , and sx x yα as 
truncated Gaussian variates. Therefore, we introduce the 
following truncations: 

1.3 ,xα ≤    (4.1) 
1.5 ,sx ≤      (4.2) 

1.5 .y ≤    (4.3) 
The constraint (4.1) yields a truncated path loss exponent 
falling within the 10th to 90th percentiles of the Gaussian 
distribution, while (4.2) and (4.3) lead to truncated distri-
butions for the mean and deviation of the shadowing that 
fall within the 7th to 93rd percentiles. 

2.2 Noise and Interference 
Given the transmission power and path loss models, it is 
the received noise and interference that determines the 



 

 

minimum acceptable received power. Generally, natural 
background noise and devices’ internal noise can be mini-
mized by good system design. Beyond this, levels of artifi-
cial noise/interference may set the sensitivity limit of a re-
ceiver. Sources of artificial noise/interference include other 
communication systems operating in the same frequency 
band, or operating in other frequency bands but uninten-
tionally generating RF signals in the band of interest. For 
example, microwave ovens operate at a natural frequency 
of the water molecule of approximately 2.45 GHz, which 
falls in the middle of the Wi-Fi band. Also, the oscillators 
used in some microwave ovens have poor stability and 
have been observed to vary by 10MHz around their nomi-
nal frequencies. In addition, due to the limited frequency 
spectrum resource, communication frequencies are reused 
the world over, leading to multiple access interference. As 
a result, the formula for calculating the ratio of signal-to-
interference-and-noise (SINR) is  

1
l l

S S

I I
l

P
SINR

P

β

η β
Γ

=

=
+∑

     (5) 

where η  is the noise power, SP and 
lIP  denote the trans-

mission power of the desired user and the k-th interferer, 
respectively, Γ  is the number of interferers, and Sβ  and 

lIβ represent the path loss of the receiver k to the desired 

transmitter and to the interferer transmitter k, respectively. 
Following [3], the noise power can be calculated via 

0N Wη =  ,    (6) 
where W is the equivalent noise bandwidth and 0N  is the 
power spectral density of thermal noise, which can be ex-
pressed by 

0 0N kT F=  ,   (7) 
where k is Boltzmann constant, F is the noise figure and  

0T  is the absolute temperature. In our link SNR model, the 
contribution of external interference is ignored due to the 
interference suppression mechanism of the MAC layer, and 
we take F=10 and 0 290T K= . 
 

2.3 Spatial Distribution of Receivers 
In a wireless network, the receive terminals can be distrib-
uted in quite different ways. In the following, we will con-
sider the probability density function associated with two 
forms of spatial distribution:  
• Receivers are uniformly distributed  inside a circular 

cell, with the AP at the center: 

( ) 02 2
0

2 ,D
df d d d R

R d
= ≤ ≤

−
;   (8) 

• Receivers are uniformly distributed  along a line, with 
the AP at one end: 

( ) 0
0

1 ,Df d d d R
R d

= ≤ ≤
−

;  (9) 

where R represents the coverage radius of the AP, d0 is the 
reference distance as in (3), and d stands for the T-R sepa-
ration. 
 

3. Link SNR Mapping by Grid SINR 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this section, our discussion is focused on the case of 
downlink SNR mapping for a WLAN with a single access 
point (AP). As an abstract of Fig.1 (b), Fig.2 (a) shows a 
total of 400 nodes uniformly spaced inside a square. We 
assume the path loss on the grid is the same as that in free 
space. To map the link SNR onto the grid channel, we can 
classify the nodes into three categories: AP, interferers, and 
receive terminals. Basically, the freedom of grid nodes that 
can be exploited for SNR mapping includes the following: 
• Transmission power of AP 
• Number, locations and transmission powers of inter-

ferers 
• Topology of AP, interferers and receive terminals 
Obviously, we only have a finite number of grid nodes and 
their path losses can only take on discrete values. There-
fore, for a given setting of the AP transmission power, we 
cannot find a perfect match for arbitrary link SNRs and 
have to develop mapping techniques to minimize the dif-
ference between the target SNRs and the mapped grid 
SINRs. 
In order to avoid a time consuming, brute-force search over 
the entire grid of nodes, we have developed a mapping 
method based on the minimum weight matching algorithm. 
Assume there are M link SNRs required to be mapped onto 
the grid and the basic idea of our approach can be formu-
lated as follows: 
• Pick one node as the AP and fix it to a grid corner. 
• Choose another node as the interferer transmitter and 

position it along a diagonal of the grid (with the AP at 
one end of this diagonal); 
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Fig. 2   Illustration of proposed mapping methodology  



 

 

• From the remaining 398 grid nodes, select a subset of 
M nodes as the receive terminals. Configure the topol-
ogy of these receiver nodes to make the vector of grid 
SINRs best match the vector of link SNRs in the mean 
square sense. 

Fig.2(b) illustrates the proposed mapping methodology. 
The pentagon on the corner represents the AP whose posi-
tion is fixed, and the filled squares on the diagonal stand 
for the possible locations of the interferer. For simplicity, 
we can choose one diagonal node as the interferer and 
leave the remaining 400-2=398 nodes as candidates for the 
M receive terminals.  Roughly, the mapping task can be 
separated into two phases: 
• Coarse Mapping:   choosing the location of the inter-

ferer node and configure its transmission power;  
• Fine Mapping:   determining the locations of the re-

ceivers.  
 
 

In the first phase, we can figure out a best position and 
power level for the interferer. In the second phase, we do 
the "fine mapping" by invoking the minimum weight as-
signment algorithm to determine the receiver topology. 
Substituting 1Γ =  into (5) and assuming ( )I Ik Pη β<< , 
where IP  denotes the transmission power of the interferer, 
and ( )I kβ stands for the path loss between receiver k 
(1 398k≤ ≤ ) and the interferer, the SINR of node k can be 
simplified into 

( ) ( )
( )

( ) ( )
S S S

I I I

P k k
SINR k SIR

P k k
β β
β β

≈ ⋅ = ⋅  , (10) 

where S ISIR P P=  is the transmission power ratio between 
the AP and the interferer. The second term on the right 
hand side of (10) is the ratio of path losses. For a specified 
SIR, the SINR distribution is determined by the position of 
the interferer only. In other words, if the histogram of the 
grid SINR is plotted as a function of the SIR parameterized 
on the interferer, we can observe that the pattern of the 
histogram depends on the position of the interferer while 
the relative translation of the histogram for a given inter-
ferer is dependent on the SIR. Without loss of generality, 
Fig.3 (a)-(b) present the cumulative distribution function 
(CDF) of the grid SINR for interferer nodes 5 and 19, re-
spectively, with SIR (transmission power of AP vs. trans-
mission of interferer) as a parameter. It can be seen from 
these figures that the shape of the CDF curves correspond-
ing to the same interferer are identical, and the translation 
among these curves depends on the SIR.  
 

 
Fig.4 shows the set of all possible grid SINRs correspond-
ing to different locations of the dedicated interferer when 
we fix the AP power at 5mw, and move a 0.5mw interfer-
ence source along the diagonal of the grid. From this fig-
ure, we can see that the mapping range is determined by 
the location of the interferer. The farther away the inter-
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Fig.3   CDF of grid SINR for interferer nodes 5 and 19 with 
different transmission power settings 



 

 

ferer is from the AP, the larger the mapping range.  Since 
the largest mapping range is approximately 57 dB, which is 
sufficient for most applications of interest, we can simplify 
the issue of the interference source by fixing its location to 
node 19, which is located on the farthermost corner across 
from the AP. As a result, the task of coarse mapping re-
duces to the power setting for node 19 only. 
Finally, the steps for coarse mapping can be generalized as 
follows: 
• Fix the position of the AP to a grid corner, with power 

Ps. 
• Fix the position of the interferer to the grid corner 

across from the AP. 
• Compute the median of the target link SNR samples. 
• Make the value of SIR equal to that median and set the 

transmission power of the interferer node at Ps /SIR. 
After the transmission power of the interferer is deter-
mined, the fine mapping can be implemented by invoking a 
bipartite weighted matching algorithm [2]. In our case, we 
regard the M target link SNRs and the K grid SINRs as two 
sets of vertices, whose dB values are given by sets { } 1

M
m mγ

=
 

and { } 1

K
k k

ρ
=

, respectively. For each element in set { } 1

M
m m
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=
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K
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4. Results  
Figures 5 and Fig. 6 show results for link SNR in 
NLS/RES environments when the receive terminals are 
uniformly distributed inside a circle and along a line, re-
spectively. The SNR samples are generated by the statisti-
cal models given by (3) and (4.1)-(4.3). Obviously, even 
under the assumptions of the same propagation and the 
same geographical distributions, there is significant differ-
ence in the range and distribution of link SNR due to the 
randomness of path loss exponent and shadowing. 
Fig.7 shows the root-mean-square (RMS) mapping error  
versus the number of users (target link SNR samples) under 
four indoor environments (LOS/COM, NLS/COM, 
LOS/RES, NLS/RES) and two spatial distributions ( RX 
along a line and RX inside a circle). Under each scenario, 
we consider M, the number of real-world nodes whose 
SNRs are to be mapped onto the grid, to be 30, 40, 50, 60, 
70 and 80. In our experiments, we have observed link SNR 
ranges over 80 dB, and the mapping error is dominated by 

the outliers, i.e. links with extremely low or high SNR. 
Since the grid can cover a dynamic range of 57dB, which is 
sufficient to quantify the link qualities of interest, we can 
‘hard limit’ the extremes to appropriate levels and make the 
range of the trimmed link SNRs commensurate with that of 
the grid SINRs. We did that here for the NLS case with 
users distributed along a line to obtain Fig. 7.  It can be 
observed from this figure that NLS environments have lar-
ger mapping error than LOS environments because the path 
loss exponent for the LOS case comes closer to that of free 
space propagation. Also, the “RX inside a circle” case can 
achieve better mapping accuracy than the “RX along a 
line” case because, in the latter situations, it is more prob-
able to get large SNRs beyond the coverage of the grid 
SINRs. Therefore, of the eight scenarios considered, the 
NLS/COM/Line and NLS/RES/Line cases have larger 
RMS mapping error than their counterparts.  
 
 

5. Conclusion 
Based on the characteristics of the ORBIT indoor testbed, 
we have proposed a downlink SNR mapping method for 
the case of an AP scenario. Through analysis and simula-
tions, we have found that when a noise-like interferer node 
is located on the corner across from the AP, we can achieve 
a mapping range on the order of 57 dB and a RMS map-
ping error less than 1dB. 
Our future work includes the link SNR mapping for a mesh 
network, which is more complicated than the AP case due 
to the multiple constraints imposed on the grid nodes. 
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Fig.5 Simulated link SNR for NLS/RES environments 
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 Fig.6 Simulated link SNR for NLS/RES environments when 
receivers are inside a circle 
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