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Abstract

We considercooperatre datamulticastin a wirelessnetwork with the objectve to
maximizethe network lifetime. For a static power assignmenat the nodes,in which a
nodepoweris constanthroughouthemulticastsessionye presenthe MaximumLifetime
AccumulativeBroadcast{MLAB) algorithmthatspecifieshenodes’orderof transmission
andtransmitpower levels. We prove that the solutionfound by MLAB is optimal. The
power levels found by the algorithmensurethat the lifetimes of the active relaysarethe
same causinghemto fail simultaneouslyFor the samebatterylevelsatall thenodesthe
optimumtransmitpowversbecomehe same.

Thesimplicity of thesolutionis madepossibleby allowing thenodeghatareoutof the
transmissiomangeof a transmitterto collectthe enegy of unreliablyreceved overheard
signals.As a messagés forwardedthroughthe network, nodeswill have multiple oppor
tunitiesto reliably receve the messagéy collectingenegy during eachretransmission.
We referto this cooperatie stratgy asaccumulativenulticast Cooperatre multicastnot
only increaseshe multicastenegy-efiiciengy by allowing for moreenegy radiatedn the
network to be collected,but alsofacilitatesload balancingby relaxingthe constraintthat
arelay hasto transmitwith power suficient to reachits mostdisadwantagecchild. When
themessagés to be deliveredto all network nodesthis cooperatre stratgy becomesac-
cumulativebroadcasf14].

A more generaldynamicmulticastproblemallows variable power allocationat each
nodeduringthemulticast.We shav thatthis problemis aspecialcaseof astaticmulticom-
modity multicastproblem.We thendemonstratéhat, unlike single-sourcetaticmulticast,
thedynamiccooperatie multicastproblem,andthusthemulticommodityproblemaswell,
areNP-complete.

Keywords: Cooperatre multicast,cooperatie broadcastmaximumnetwork lifetime, opti-
mumtransmitpowers,dynamicstratey, multiple sourcebroadcasproblem.

1 Introduction

We considetheproblemof enegy-eficientmulticastingn awirelessnetwork. In themulticast
problem,a messagdrom a souice nodeis to be deliveredefficiently to a setof destination
nodes.Whenthe setof destinatiomodesincludesall the network nodes(exceptthe source),
the multicastproblemreducego the broadcasproblem. Whenthereis only one destination
node,multicastreducego unicastandthe problembecomeghatof routingto onedestination
node.Prior work on this subjecthasbeenfocusedon the minimum-enegy broadcasproblem



with the objective of minimizing the total transmittedpower in the network. This problem
wasshovnin [2,3,13] to be NP-complete Severalheuristicsfor constructingenegy-efficient
broadcastreeshave beenproposedsee[2—4,12,19,21] andreferencesherein.

However, broadcastinglatathroughanenegy-efficienttreedrainsthebatteriesaatthenodes
unevenly causinghigherdrainrelaysto fail first. A performancebjectve thataddressethis
issueis networklifetime which is definedto be the time durationuntil thefirst nodebatteryis
fully drained[5]. Findinga broadcastreethatmaximizesnetwork lifetime wasconsideredn
[9-11,22]. Theproblemof maximizingthe network lifetime duringa multicastwasaddressed
in [7]. In[20], it wasshavn thatthe useof directionalantennaganimprove boththe enegy-
efficiengy andthe lifetime of the network ascomparedo the omnidirectionalcase.Because
the enegiesof the nodesin atreearedrainedunerenly, the optimaltreechangesn time and
thereforgheauthorq7,9,11] distinguishedetweerthe staticand dynamicnaximumlifetime
problem.In astaticproblem,asingletreeis usedthroughouthebroadcassessiorwhereaghe
dynamicproblemallows a sequencef treesto be used.Sincethelatterapproactbalanceshe
traffic moreevenly overtime, it generallyperformsbetter For the staticproblem,analgorithm
wasproposedhatfindsthe optimumtree[11]. For the specialcaseof identicalinitial battery
enepgy at the nodes,the optimum tree was shavn to be the minimum spanningtree. In a
dynamicproblem,a seriesof treeswereusedthatwereperiodicallyupdated11] or usedwith
assignedluty cycles[9].

Wirelessformulationsof theabove broadcasproblemsassumehatanodecanbenefitfrom
atransmissioronly if the receved power is above a thresholdrequiredfor reliablecommuni-
cation. This is a pessimisticassumption.A nodefor which the receved power is below the
requiredthreshold,but above the recever noisefloor, cancollectenegy from the unreliable
receptionof thetransmittednformation.

Moreover, it wasobseredin the relay channel[6] that utilizing unreliableoverheardn-
formationis essentiato achiezing capacity This ideais particularly suitedfor the multicast
problem,wherea nodehasmultiple opportunitieso receve a messagasthe messagés for-
wardedthroughthe network. We borraw thisideaandre-examinethe multicastproblemunder
the assumptiorthat nodesaccumulatehe enegy of unreliablereceptions. We refer to this
particularcooperatie stratgly asaccumulativanulticastandin the specialcaseof broadcast,
asaccumulativebroadcast{14]. The minimum enegy accumulatie broadcasproblemwas
formulatedandaddresseth [14—16]. Theproblemwasshovn to be NP-complete An enegy-
efficientheuristicwasproposedhatdemonstratetheimprovementof accumulatire broadcast
overthe corventionalbroadcastlUndera differentphysicalmodel,this problemwasindepen-
dently consideredn [8] andagainshovn to be NP-complete. Furthermore the sameidea,
for a paclet level systemmodelwith the additionalconstraintof a power thresholdfor signal
acquisitionwasrecentlyproposedinderthe nameHitch-hiking[1].

In this paper we addresghe problemof maximizingthe network lifetime by employing
the accumulatire multicast. As in the corventionalbroadcasproblem,we imposea reliable
forwarding constraintthat a node can forward a messagenly after reliably decodingthat
message.

Wefirst considethestaticcooperatire multicastin whichnodepowersareconstanthrough-
out the multicastseesion.We shaw thatthe staticmaximumlifetime multicastproblemhasa
simpleoptimal solutionandproposehe MaximumLifetime AccumulativeBroadcast{MLAB)
algorithmthatfindsit. The solutionspecifiesthe orderof transmissiongndtransmitpower
levels at the nodes. The power levels given by the solutionensurethat the lifetimes of relay
nodesarethe sameandthus, their batteriesdie simultaneously Moreover, the simplicity of
the solutionallows usto formulatea distributedMLAB algorithmfor theaccumulatre broad-



cast[17] that useslocal informationat the nodesandis thusbettersuitedfor networks with
large numberof nodes.

Wethenconsidemoregeneramulticastproblemthatrelaxesthe constanpower constraint
andallows for variablepowersat the nodes. We shav that this problemis a specialcaseof
a static, multicommodity cooperatre multicastproblem. We then demonstratehat, unlike
single-sourcestatic multicast,the dynamicmulticastproblem,and thus the multicommodity
problemaswell, areNP-complete.

The paperis organizedasfollows. In the next section,we give the network modelandin
Section3, we formulatethe problem.In Section3.1we presenthe MLAB algorithmthatfinds
the optimal solutionto the staticmulticastproblem. We thenconsidemoregeneraimulticast
problemsby allowing variablenodepowersandby consideringnultiple sourcesn Sectiord,.

2 System modé€

We considera wirelessnetwork of N nodessuchthatfrom eachtransmittingnodek to each
receving nodem, thereexists an AWGN channelof bandwidthIW characterizedy a fre-
gueng non-selectre link gainh,,,;. We furtherassumdarge enoughbandwidthresourceso
enableeachtransmissiorto occurin an orthogonalchannelthus causingno interferenceto
othertransmissionsEachnodehasbothtransmitterandrecever capableof operatingover all
channels.

A recever nodej is saidto bein the transmissiorrangeof transmitter; if the receved
power at j is above a thresholdthat ensureghe capacityof the channelfrom i to j is above
the coderateof nodei. We assumehateachnodecanusedifferentpower levels, which will
determineits transmissiorrange. The nodesbeyond the transmissiorrangewill receve an
unreliablecopy of atransmittedsignal. Thosenodescanexploit thefactthata messagés sent
throughmultiple hopson its way to othernodes. Repeatedransmissionsct asa repetition
codefor all nodesbeyondthetransmissiomange.

During amulticastsessiona sequencef messagearetransmittedrom eachsourcenode.
After acertainmessag@asbeentransmittedrom acertainsourceJabelednodel, sequencef
retransmissionat appropriatepower levelswill ensurethateventuallyevery destinatiomode
hasreliably decodedhe messageWhenwe considera multicastof a certainmessageywe say
thata nodeis reliablewith respecto thatmessagegnceit hasreliably decodedhatmessage.
Underthereliableforwardingconstrainta nodeis permittedto retransmit(forward) only after
reliably decodingthe message. During the multicast,the messagés repeatedlytransmitted
until the setof destinatiomodesD becomeseliable.

The constraintof reliableforwardingimposesanorderingon the network nodes.In partic-
ular, anodem will decodea messagdérom the transmission®f a specificsetof transmitting
nodesthatbecameeliable prior to nodem. Startingwith nodel, the source asthefirst reli-
ablenode,a solutionto the cooperatre multicastproblemwill becharacterizedy areliability
schedule which specifiesthe orderin which the nodesbecomereliable. Sincethe multicast
stopsafter the messagédasbeendeliveredto D destinatiomnodes,a reliability schedulewill
not necessarilycontainall the network nodes. In general,a multicastreliability schedules
an orderedsubsequencef the list of nodesof length M, D < M < N, that startswith
nodel, andcontainsall destinationnodesand a subseta network nodesthat relay the mes-
sage.In the broadcastase areliability schedulgn,, nq, no, . .., ny| is simply a permutation
of [1,2,..., N] thatalwaysstartswith the sourcenoden; = 1.

For a given reliability schedulewe refer to the ith nodein the scheduleas simply node
i. After eachnodek € {1,...,m — 1} transmitswith averagepower py, the ratein bits per
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secondhatcanbeachievedatnodem is [18]
" hekPr
rm = W log, (1 + ’?O—W”) bits/s, (1)

wherelV; is theone-sidegower spectrabdensityof theadditive white Gaussiamecevernoise.
Let therequireddatarater begivenby

7 = W log, (1 + ) bits/s (2)

NoW
From (1) and(2), achieving r,,, = 7 impliesthatthe total receved power at nodem hasto be
above thethresholdP, thatis,

m—1

> Bekpr > P. 3)

k=1
After the datahasbeensuccessfullydeliveredto the destinationnodes,all thosenodesare
reliableandthefeasibility constraint(3) is satisfiedat every destinatiomodem. Whencom-
municatingat rate7, the requiredsignalenengy per bit is E, = P /7 Joules/bit. This enegy
canbe collectedat a nodem during onetransmissiorintenval [0, 7] from a transmissiorof a
singlenodek with power p, = P/h,,x, ascommonlyassumedn wirelessbroadcastingrob-
lems[2,3,7,9-11,19]. However, usingthe accumulatie stratgy, the requiredenegy E; is
collectedfrom m — 1 prior transmissions.

3 Problem Formulation

The objectie of the network lifetime problemis to maximizethe amountof data,thatis, the
numberof bits, sentatthe sourceanddeliveredto asetof destinatiomodesfor agivenenegy
budgetat eachnode. For a givendatarate7, this objective translatego maximizingthetime
duringwhich datais recevedatthedestinatiomodes.

From a nodeperspectie, for a node: with a batterybudgete; andtransmittingwith an
averagepower p;, the time until its batteryis draineddetermineghe lifetime of a node: as
T; = e;/p;. A network in which a large numberof dimensionss available, may faciliate
pipe-lining, by allowing a nodeto transmita nev messagen every transmitinterval, in a
new orthogonalchannel. If all the message$ollow a samesequencef hops,a node: will
have a new messageo forward in eachtransmissioninterval using p;. Assumingthat the
datais delivereduntil afirst network nodedies,the smallestl; determinegshe amountof data
deliveredto destinatiomodes.

On the other hand,dependingon the underlayingprotocol, a node:, after forwarding a
messagemnay beidle for time T, until the messageeacheshe destinatiomodes,anev mes-
sageis sentat a sourceandit reacheg reliably. This reduceghe averagepower at node: to
p: = p;T;/T andthe nodelifetime appeargo be largerthatin the previous case althoughthe
amountof datasentatanodeanddeliveredto the destinationss the same.

To unify the two situationand capturethe effect thata nodelifetime reflectonly the time
a nodeis actually transmiting,we considerthe power at the node: to be enegy spentper
transmitionof anactualmessageThe maximumnetwork lifetime problemis thento maximize
thenumberof messageé thatarereliably deliveredto a setof destinatiomodesD.

In the dynamiccooperatre multicastthatdelivers L messagem a multicastsessiongach
node; is assignedL transmitpower levels [p;(1), ..., p;(L)] to forward the messagesFor
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messageé, power assignmenat all nodesis givenby avectorp(l) = [p:(1),...,px()]*. We
referto power allocationP = {p(1),...p(L)} asadynamicpowerassignmenf7].

In its specialcase,whenthe transmitpower at a node: is kept constant,p;, for all L,
a dynamicpower assignmenteducesto a static power assignmentand the above problem
becomeshestaticcooperatre multicastproblem.A numberof messageanode: cantransmit
is simply e;/p; andit is maximizedby choosingp; as small as possible. We next present
the solutionfor the staticsingle-sourcenulticastproblem. Theoremproofsanda distributed
implementatioraregivenin [17].

In thestaticmulticast,it is enougho considemmulticastof asinglemessageTheoptimum
solutionmustspecifythe reliability scheduleaswell asthe transmitpower level at eachnode
to deliver that message Given a schedulewe canformulatea linear program(LP) that will
find the optimum solution for that schedule. Sucha solutionwill identify thosenodesthat
shouldtransmitandtheir transmissiorpower levels. A schedulas anorderedsubsequencef
M nodesrom anetwork of N nodes,

X =[T1,..., %M, (4)

with z; = 1. We saythatthelengthof thesubsequence in (4) is ||x|| = M. Let
{x} ={z1, ..., } (5)

denotethe setof nodesn aschedulex andlet ITy denotethe setof all variable-lengtlordered
subsequences {1,..., N}. It follows thatthe family of all possiblescheduless X (D, 1)
where

Xn(D,s) ={x € lIy|D € {x},z1 = s} (6)

Givenaschedulex, we defineagainmatrix G (x) to have i, jth element

[G(X)]ij = {

for1 < 4,57 < M. Whenanode; doesnot participatein the retransmissiorof the message,
reliablereceptionby thatnodeis unnecessargndthatnodecanbe omittedfrom the problem
formulation. Thus,channelgainscorrespondindgo any nodej thatis notin schedulex arenot
includedin G(x). We candefinethe problemof maximizingthe network lifetime for schedule
x in termsof thevectorp of transmittedoowersas

hyw; 1> 7,
0 otherwise

(7)

min max 2 (8)

P €
subjectto G(x)p > 1P, (8a)
p>0. (8b)

Theinequality(8a)containsM — 1 constraintssin (3), requiringthattheaccumulatedeceved
power at all nodesin schedulex (exceptthe source)is above the thresholdP. It shouldbe
apparenthat power p; in p correspondso the transmitpower of nodez; in the schedulex.
Alternatively, we candefinethe problemin termsof normalized nodepowersp, = p;e1/e;
thataccountfor differentbatterycapacitiesat the nodes;the lifetime at every nodei in terms
of the normalizedpower is asif all the batteriesverethesame:T; = e;/p; = e1/p;. In terms
of normalizedhodepowers,Problem(8) canbedefinedas

min mﬁax D (9)

subjectto G (x)p



whereeachcolumng; of the normalizedgainmatrix G(x) is obtainedrom the corresponding
columng; of matrix G(x) asg; = gie;/e;.

For ary schedulex, we canformulateProblem(9) asalinearprogramin termsof transmit
powerlevelsp,

p*(x) =min p (10)
P

subjectto G(x)p > 1P, (10a)

p<1p (10b)

p>0. (10c)

If p = p*(x), thenthereexists a power vectorp suchthat (10a)and (10b) are satisfied. It
followsthatfor ary p > p, p < 1p. Thus,for ary power p > p*(x), we saythatpower p is
feasiblefor schedulex. Over all possibleschedulesthe optimumpoweris

pr= min P (x). (11)

Equation(11) is a formal statemenbf the problemfrom which finding the bestschedulecor-
respondingo p* is not apparent.We will seethatthe power p*, may; in fact, be the solution
to (10) for a setof schedulesX*. In therestof the paper we will consideronly normalized
powersandwe thereforedrop the overline notation; H will denotethe ordinarygain matrix,
G(x) will denotethegainmatrix permutedor schedulex, andthe powervectorwill besimply
p, With p; representingitherthe power of node: or nodez;, asappropriatdor the context.

Ratherthanidentifying X'*, we employ asimpleprocedurehatfor any power p, determines
a collectionof schedulegor which power p is feasible.In particular to distribute a message,
we let eachnoderetransmitwith power p as soonas possible namelyassoonasit becomes
reliable. We refer to sucha distribution asthe ASARp) distribution. During the ASAP(p)
distribution, the messagewill be resentin a sequencef retransmissiorstagesrom setsof
nodesZ; (p), Z»2(p), . . . with power p wherein eachstagei, asetZ; thatbecameeliableduring
stagel — 1, transmitsandmakesZ; . ; reliable.

Let S;(p) andU;(p) denotethe reliable nodesand unreliablenodesat the startof stage
i. Upi(p) C Ui(p) is the setof unreliabledestinationnodesat the startof stage:. Then,
Zi(p) = 1andS;(p) = Zi(p) U...U Z;(p). ThesetZ;.(p) is givenby

Zigi(p) ={z€Ui(p):p >, hu > P} (12)
keSi(p)

Notethatif power p is too small,the ASAP(p) distribution canstall at stagei with S;,1(p) =
Si(p) andUp(p) # 0, theemptyset. In this case ASAP(p) fails to distribute the message
to all destinationodes.WhenUp, ;(p) = () ata stagei, the ASAP(p) distribution terminates
successfully We will saythat ASAP(p) distribution is a feasiblemulticastif it terminates
successfully

Thepartialnodeordering,Z: (p), Z2(p), - - -, specifiegthesequencén which nodesbecame
reliableduringthe ASAP(p) distribution. In particular ary schedulex thatis consistentvith
this partial orderingis afeasiblescheduldor power p. Nodesthatbecomereliableduringthe
samestageof ASAP(p) canbe scheduledn anarbitraryorderamongthemselessincethese
nodesdo not contribute to eachothers receved power. Thefollowing theoremverifiesthatin
termsof maximizingthe network lifetime it is sufficientto consideronly schedulegonsistent
with the ASAP(p) distribution.



Theorem 1 If pisafeasiblepowerfor a schedulex, thenthe ASARp) distributionis afeasible
multicast.

In particulay Theoreml impliesthatfor optimumpower p*, the ASAP(p*) distribution is
feasible.

We next presenthe MaximumLifetime AccumulativeBroadcast(MLAB) algorithm, that
determineghe optimumpower p*. Oncethe power p* is given, broadcastingvith ASAP(p*)
will maximizethe network lifetime.

3.1 TheMLAB algorithm

We labelnodel asthe sourceand?2 asits closestnheighbor(moreprecisely the nodewith the
highestlink gainto thesource).The MLAB algorithmfindsthe optimumpower p* througha
serienf ASAP(p) distributions,startingwith thesmallespossiblecandidatebroadcaspower,

p = P/hy. WhetherASAP(p) stallsor terminatessuccessfullywe definer(p) asthe termi-

natingstage.Whenp = p*, the ASAP(p*) distribution will terminatein 7* = 7(p*) stages.
Whenthe ASAP(p) distributionstallsatstager(p), we determingheminimumpowerincrease
§ for which ASAP(p + §) will not stall at stager(p), in the following way. The increasen

broadcaspower §; neededo make anodej € U, (p) reliablemustsatisfy

=(p+6) > hp (13)

k€S, () (P)

We choose) = minjey, ) ;- Wethenincreasep to p + § andrestartthe MLAB algorithm.
Thealgorithmstopswhenan ASAP(p) distribution terminatesuccessfully

The MLAB algorithm endsafter at most N — 1 restarts. Thereexists a set of feasible
scheduleshatareconsistentvith the partial orderinggiven by the ASAP(p) distribution. The
normalizedtransmitpower at all nodesin S, (p) is p. Note that the last transmittingset
Z.(p couldin fact, transmitwith power lessthanp if it is enoughfor the lastsetof unreliable
destinatiomodesUp . (p), to becomereliable. Thus,choosingthe power level at all nodes
to bep is not necessarilya uniquesolution. While this won't changethe network lifetime, the
lattersolutionwill reducethetotaltransmitpowerin thenetwork. Next theorenmshowvsthatthe
powerfoundby MLAB is in factthe optimumpower, thatis, p = p*.

Theorem 2 TheMLAB algorithmfindsthe optimumpowerp* sud thatthe ASARp*) distri-
bution maximizeghe networklifetime.

Finally, we notethatthe full restartsof the MLAB algorithmare usedprimarily to simplify
the proof of Theorem2. In fact, whenMLAB stalls, it is sufficient for the reliable nodesto
offer incrementafetransmissionatpower A*. Thisobsenrationwill bethebasisof distributed
algorithmproposedn [17].

4 Dynamic Cooper ative M ulticast

The ASAP(p*) solutionfound by MLAB is static sinceit staysconstanthroughoutthe mul-
ticastsession.In conventionalbroadcastthe constraintthat a nodeis madereliable by the
transmissiorof a singlerelay, causegherelay with the mostdisadantagecchild to drainits
batteryfastest.Consequentiallythe optimality of a spanningreethatmaximizesthe network
lifetime for a given initial batterylevels is temporaryand dynamictree updated9, 10] are



Figurel: Four nodenetwork example.

neededfor load balancing. In a cooperatie multicastusing the ASAP(p*) distribution, all
relayswill be drainingtheir batteriesevenly; however, a setof leaf nodesU., - (p*) will never
transmitandwill have full batteriesevenwhentherelay nodesdie. An significantquestionis
whetherthe undepletedatteriesof theseleaf nodescanbe exploited by a dynamicmulticast
stratey.

After multiple usesof the ASAP(p*) distribution, re-examinationof the maximumlifetime
problem(11), asexpressedn termsof normalizedpowers,will showv for eachnon-relaynode
j € U.~(p*) thatthe outgoingnormalizedlink gainsh;; have increasedy the ratio of the
full batteryenepgy of nodej to the depletedbatteryof nodel. Althoughonecanshawv that
reconfiguringhe multicastdistributionto maximizetheresidualnetwork lifetime resultsin the
very sameASAP(p*) distribution, it would be mistale to concludethatASAP(p*) policy is an
optimaldynamicpolicy. In fact,similarto the corventionalbroadcasta dynamicstrateyy with
time varying powerscanextendthe network lifetime. For example,in the four nodenetwork
shavn in Figurel, the sourcenodel wishesto sendmessageto the destinatiomode4. With
initial batterypowerse; = 2 andrequiredreceved power P = 1, the ASAP solution uses
transmissiondy nodesl, 2 and 3, eachwith power p* = 2/3. The numberof messages
deliveredto node4 is e;/p* = 3. Onthe otherhand,alternatingbetweernschedulex = [1, 2]
with power vectorp = [1/3,1, 0] andschedulex’ = [1, 3] with power vectorp’ = [2/3,0, 1]
resultsin a systemwhich hasaveragetransmitpower of 1/2 for eachnodeanddelivers = 4
message$o node4 by usingeachschedulgwice. In this case,dynamicswitchingbetween
schedulesgorrespondingo routing packetsalongmultiple routes,deliversalarger numberof
messagethanthe ASAP distribution, the optimal staticpolicy. With the solutionto the static
problematour hand,a questionwhethera simplegenerakolutionfor the dynamiccooperatre
multicastexists, begsfor ananswer

Theoptimumsolutionfor thedynamicmulticastproblemis givenby thereliability schedule
sequenc& = {x(1),...,x(L)} thatspecifiesaschedulex(l) for eachmessagé € {1, ... L},
andsimilarly, a dynamicpower assignmenP = {p(1),...,p(L)}. Forthe subsequendis-
cussion,it will be corvenientto formulatethe optimizationproblemin the form of decision
problemin which the questionis whetherthe nodes’batteryenegies are sufficient for the
broadcasbof L messages€=mploying the constraintggivenin (10), we have the dynamicmax-
imum lifetime accumulatre broadcas{DMLAB) problem.

DMLAB Givena nonn@ative matrix specifiedby {4, |1 < j <n,0 <k < n}, avectorof
batteryenegiese = [61 en], anda constantP, doesthereexist a sequencef



schedulex(1),...,x(L) andpowervectorsp(1),...,p(L) suchthat

G(X(l))p(l) Z 1F7 l = 17 e 7L7 (14)
> p() <e, (15)
=1

p(l) Z 07 l = 17' "7L7 (16)
x(1) € Xy (V,1), I=1,...,L (17)

Notethat X' (V, 1) in theconstrain(17) is definedby (6) asthe setof all reliability schedules
startingwith node1 andincludingtheentiresetof nodesl’. Thusconstrain(17) ensureghat
eachschedulestartswith the sourcenodel andmakesall nodesv € V reliable.

As we will see,DMLAB is a closely connectedo a static, multi-commodity broadcast
problemin which morethanone sourcehasdatato broadcasto a subsetof nodes. We re-
fer to this problemas the multiple-sourcemaximumlifetime accumulatre broadcas{MS-
MLAB) problem. In MS-MLAB, messagesncodedat the samecoderate, from eachof L
sources{sy, ..., s; }, aredeliveredto all nodesv € V over L staticaccumulatre broadcast
schedulex(1),...,x(L). Eachsources, employs a singleschedulex(l) anda static power
assignmenp(/). The solutionspecifiesL scheduleg{x(/)}/~, andtransmitpower vectors,
P = {p())]l =1,...,L}, onefor eachsource. As before,a choiceof schedulegx(l)}{-,
admitsthefollowing decisionformulationof the problem.

MS-MLAB Givena nonngyative matrix specifiedby {hj,k|l§ j <n,0<k<n}, avector
of batteryenegiese = [el S en}, anda constantP, doesthereexist a sequencef
schedulex(1),...,x(L) andpowervectorsp(1),...,p(L) suchthat

G(x(1))p(l) > 1P, I=1,...,I, (18)
> p(l) <e, (19)
=1

p(l) >0, I=1,....L (20)
X(l) € XN(‘/, Sl), l=1,...,L. (21)

Wheneachsources; is hodel, the MS-MLAB becomesaninstanceD-MLAB. Thusto ex-
aminethe compleity of theseproblemsit is sufficient to focuson the dynamicaccumulatre
broadcasproblem.

Theorem 3 DMLAB is NP complete

SinceDMLAB is a specialcaseof maximumlifetime cooperatre multicast, resultsextend
readilyto the multicastproblem.

Proof: Theorem 3

In [?, Theoremd], it is obsened thatthe non-accumulatie DYNAMIC MAXIMUM LIFE-
TIME BROADCAST (D-MLB) problemis NP hard. In DMLB, the schedulex(l) becomes
treeT; andnode: usespower p;(7;) suflicientto ensurethatits childrenaremadereliable. A
formal statemenof the decisionformulationof this problemis



DMLB Given a directedcompleteweightedgraphG = (V,¢), the power of a nodew in a
directedspanningsubgraphl’ is given by p, (7)) = max,)er(T) c(u,v), Wheree(T)
denotethe setof edgesn subgraphl’. Giventhateachnodev hasbatteryenegy e,, do
thereexist directedspanningsubgraphd, ..., Ty, suchthathzlpu(T) < e, for each
u.

In the context of wirelessnetworks, the DMLB edgecostc(u, v) corresponds$o P/h,,, the
power requiredfor nodew to transmitreliably to nodew.

We now transformary instanceof DMLB into aninstanceof DMLAB with graphG’ and
nodesetV'’ in which the link gain matrix is designedo precludeary actualaccumulation.
For eachnodewv € V, we createa clusterof n nodesin V' consistingof aninput nodeset
I, = {iyu|lu=1,...,n,u # v} andaclusterheado,. For the sourcenodel, the setof input
nodesl; is emptyandclusterl consistsof just the clusterleadero,. Nodej,, haslink gain
h(iyu, 04) = hyy from nodeo, andzemo link gainfrom all othernodesoutsideclusters. The
clusterheado, is givenbatteryenegy e,. Eachnode, , haslink gain1/e to every nodewithin
clusterv andzerolink to ary nodeoutsideclusterv. This impliesthatnodes,, canemploy
transmitpower Pe to transmitreliably to every othernodein clusterv. We choosee so that
LPe < e,,, thebatteryenegy of nodei, .. Thusary input nodes, , hassuficientenegy to
forwardall L messagesgeliably to the othernodesin its clusterandthe batteryconstraintsof
theinputnodesarenotbindingon DMLB.

To prove thatDMLAB is NP-completewe shov that DMLB hasa solutionof duration
if andonly DMLAB with P = ¢ hassolutionof durationL.ThegraphG’ for DMLAB hasthe
following key properties:

e Nodes,, canonly be madereliableby atransmissiorfrom outsideof its clusterby the
clusterleadero, and cannotaccumulateenegy from ary othertransmission®utside
clusterv.

e Thenodesn clusterv becomeeliableif andonly if atleastonenode, , is madereliable
by atransmissiorfrom a clusterheado, .

Considera solutionT'(1) ..., T(L) for MLB. In the broadcastreeT’(/), nodeu usespower
pu(l) to broadcasto child nodesuvy, ..., v,. In theinducedinstanceof DMLAB, nodeo,
is assignedransmitpower p; (1) to make reliablethe nodesi,, 4, .. ., iy, .. Eachnodei,,,
thentransmitswith power e to make reliableall othernodesn clusteruy, includingthe cluster
heado,,. Thekey obsenationis thatthereis a one-to-onecorrespondencbetweennodev
transmittingwith power p, (1) for tree7'(/) in DMLB andclusterheado, transmittingwith the
samepower p, (1) for schedulex(l) in DMLAB. However, this power assignmenbn graphG’
admitsa setof possibleschedules (/) suchthatif nodev € V' is achild of nodeu in thetree
T(l), thennodei,,, follows the clusterleadero, andall othernodesin clusterv follow node
ivu. Theexistenceof thetreeT'(1) for DMLB impliestherearemary suchDMLAB schedules
x(1). Thusafeasiblesolutionfor DMLB is alsoa feasiblesolutionfor DMLAB.

For the reversedirection, supposewe have a length L feasiblesequenceof schedules
x(1),...,x(L) for DMLAB undergraphG’. For eachschedulex(/), eachnodein eachcluster
v ismadereliable. An arbitraryclusterv is madereliableif andonly if anodei, ,, for someu is
madereliableby the transmissiorof nodeo, precedingall nodesn clusterC, in theschedule
x(!). In thegraphG, we definethetreeT (/) suchthatw is a parentof » if in DMLAB, cluster
leadero,, is the earliestnodein the schedulex(!) thattransmitsto make a nodes,,, € I, reli-
able.Sincex(!) is afeasiblescheduldor DMLAB, thetreeT'(I) andpowerassignmenp(/) is
afeasiblebroadcastreefor DMLB. O
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