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Abstract

With cellular phones mass-market consumer items, the next frontier is mobile
multimedia communications. This situation raises the question of how to do
power control for information sources other than voice. To explore thisissue, we
use the concepts and mathematics of microeconomics and game theory. In this
context, the Quality of Service of a telephone call isreferred to as the "utility” and
the distributed power control problem for a CDMA telephone is a "non-
cooperative game". The power control algorithm corresponds to a strategy that
has a locally optimum operating point referred to as a "Nash equilibrium.” The
telephone power control algorithmis also "Pareto efficient,” in the terminology of
game theory. When we apply the same approach to power control in wireless
data transmissions, we find that the corresponding strategy, while locally
optimum, is not Pareto efficient. Relative to the telephone algorithm, there are
other algorithms that produce higher utility for at least one terminal, without
decreasing the utility for any other terminal. This paper presents one such
algorithm. The algorithm includes a price function, proportional to transmitter
power. When &rminals adjust their power levels to maximize the net utility
(utility - price), they arrive at lower power levels and higher utility than they
achieve when they individually strive to maximize utility.

l. BACKGROUND AND MOTIVATION

The technology and busness of cdlular communications sysems have made Spectacular
progress since the firs sysems were introduced fifteen years ago. With new mobile satellites
coming on line, business arangements, technology and spectrum dlocations make it possble
for people to make and recelve telephone cals anytime, anywhere. The cdlular telephone
success dory prompts the wirdess communications community to turn its attention to other
information sarvices, many of them in the category of "wirdess datd' communications. To
bring high-gpeed data services to a mobile population, several "third generation” transmisson
techniques have been devised. These techniques are characterized by user bit rates on the order



of hundreds or thousands of kb/s, one or two orders of magnitude higher than the bit rates of
digita cdlular sysems. One lesson of cdlular telephone network operation is that effective
radio resource management is essentid to promote the qudity and efficiency of a sysem. One
component of radio resource management is power control, the subject of this paper.

An impressve set of research results published since 1990 documents theoretica insights and
precticd techniques for asIgning power levels to teminds and base dations in voice
communications systems [1-4]. The principa purpose of power control is to provide each sgnd
with adequate qudity without causng unnecessaxry interference to other sgnas. Another god is
to minimize the battery drain in portable terminds.  An optimum power control agorithm for
wirdess tedephones maximizes the number of converstions that can Smultaneoudy achieve a
certain qudity of service (QoS) objective.  There are severa ways to formulate the QoS
objective quantitatively. Two prominent examples refer to a QoS target. In one example, the
target is the minimum acceptable sgnd-to-interference raio and in the other example the target
is the maximum acceptable probability of error.

In turning our attention to data transmission, we have discovered that his agpproach does not lead
to optimum results.  This is because the QoS objective for data sgnds differs from the QoS
objective for telephones. To formulate the power control problem for data, we have adopted the
vocabulay and mathematics of microeconomics in which the QoS objective is referred to as a
utility function. The utility function for data Sgnds is different from the teephone utility
function. Our research indicates that when dl data terminas individudly adjust their powers to
maximize their utility, the transmitter powers converge to levels tha are too high. To obtain
better results, we introduce a pricing function that recognizes explicitly the fact that the sgnd
trangmitted by each temind interferes with the dgnas transmitted by other terminds.  The
interference caused by each termina is proportional to the power the termina transmits. This
leads us to establish a price (measured in the same units as the utility function) to be caculated
by terminds in decding how much power to transmit. Terminds adjust their powers to
maximize the difference between utility and price. In doing 0, they dl achieve higher utilities
than when they aim for maximum utility without consdering the price.



1. UTILITY FUNCTIONSFOR VOICE AND DATA

A utility function is a measure of the satisfaction experienced by a person using a product or
savice. In the wirdess communications literature the term Quality of Service (QoS) is closdy
related to utility. Two QoS objectives are low delay and low probability of error. In telephone
sysems low dday is essentid and transmisson errors ae tolerable up to a point. By contras,
data sgnas can accept some delay but have very low tolerance to errors. In establishing a
minimum dgna-to-interference  ratio for tdephone sgnds, engineers implicitly represent  utility
as a function of ggnd-to-interference ratio in the form of Figure 1. We congder systems to be
unacoeptable (utility = 0) when the signal-to-interference ratio (g) is below a target level, g,.
When g >=g,, we assume that the utility is constant. Our power control agorithms implicitly

assume that there is no benefit to having a Sgnda-to-interference ratio above the target leve.

In cdlular tlephone systems, the target, g is system dependent. For example andog systems
amfor go =18dB. In GSM digitd systems the target can be as low as 7 dB, and in CDMA it is

on the order of 6 dB [5]. In each case g is selected to provide acceptable subjective speech
qudlity at atelephone receiver.
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Figure 1. Qudlity of Service metric for wireless telephones represented as a utility function.



In a data system, the dgnd-to-interference ratio, g, is important because it directly influences the
probability of transmisson errors. When a system contains forward error correction (FEC)
coding, we condder a transmisson error to be an error that appears a the output of the FEC
decoder. Because data sysems are intolerant of errors, they employ powerful error detecting
schemes. When it detects a trangmisson eror, a sysem retranamits the affected data. I Al
transmisson errors are detected, a high g increases the system throughput (rate of reception of
correct data), and decreases the delay reative to a sysem with a low g When gis very low,
virtudly dl tranamissons result in erors and the utility is near 0. When g is veay high, the
probability of a transmisson error gpproaches 0, and utility rises asymptoticaly to a constant
vadue. In addition to the speed of data trandfer, a factor in the utility of al data systems, power
consumption is an important factor in mobile computing. The satisfaction experienced by
someone using a portable device depends on how often the person has to replace or recharge the
batteries in the device. Battery life is inversaly proportiona to the power drain on the batteries.
Thus, we see that utility depends on both g and transmitted power. Of course, these quantities
ae drongly interdependent.  With everything else unchanged, g is directly proportiona to
trangmitted power. In a cdlular system, however, many transmissons interfere with one another
and an increase in the power of one transmitter reduces the sgna-to-interference ratio of many
other dgnas. To formdize these statements, we consder a cdlular system in which there are N
mutudly interfering 9gnds For ggnd i, 1 = 1,2, ..., N, there are two vaiables that influence
utility: the sgnd-to-interference ratio g; and the transmitted power p;. Because each g;

depends on p;, Py ..., Py, the utility of each sgnd is a function of dl of the N transmitter

powers.

A. The Data Utility Function

The wirdess data sysem transmits packets containing L information bits. With channd coding,
the total sze of each packet is M>L hits. The trangmisson rate is R b/s. At the recelver of

termind i, the signa-to-interference ratio is g; and the probability of correct reception is q(gi),

where the function q( ) depends on the detals of the data transmisson including modulation,
coding, interleaving, radio propagation, and receiver dructure. The number of transmissons



necessary to receive a packet correctly is a random variable, K. If dl transmissions are
datisticaly independent, K is a geometric random variable with probability mass function:

Pe(k)=dlgi - al@ )] k=123... )
=0 otherwise.

The expected vaue of K is E[K]=1/q(g;). The duration of esch transmission is M/R seconds
and the tota transmisson time required for correct reception is the random varidble KM/R
seconds.  With the transmitted power p; waits, the energy expended is the random variable,
piKM /R joules with expected value E[K]|pM /R=pM /[Rq(g;)]. The benefit is simply the
information content of the Sgnd, L bits. Therefore, our utility measureis

E[benefit] _ LRa(gi) |

= @
[energy cogt] Mp;

The utility can be interpreted as the number of information bits received per Joule of energy
expended. Zorzi and Rao use an objective that combines throughput and power disspation in a

gmilar manner in astudy of retransmisson schemes for packet data systems [6].

As a garting point for deriving a power control dgorithm, Equation (2) has some advantages and
disadvantages. On the plus sde ae its physcd interpretation (bits per Joule) and its
mathematical sgmplicity.  Its disadvantages derive from the gamplifying assumption that Al
packet transmisson erors can be detected at the receiver. Data transmisson systems contain
powerful error detecting codes that make this assumption true, "for al practica purposes'.
However, it causes problems mathematicaly because the probability of a packet ariving

correctly is not zero with zero power trangmitted. In a binary transgmisson sysem with M bits

per packet and p; =0, a recaeiver Smply guesses the values of the M bits that were transmitted.

The probability of correct guesses for dl M hits is 2"M . Therefore with p; = 0, the numerator
of Equation (2) is podtive and the function is infinite.  This suggests that the best gpproach to

power control is to turn off al transmitters and wait, for the receiver to produce a correct guess.
This drategy has two flaws. One is that the waiting time for a correct packet could be months,



and the other is that there will be other guesses (ignored in our analysis) that are incorrect but
undetectable by the error detecting code.

To retain the advantages of Equation (2) and diminate the degenerate solution, p; =0, from the
optimization process, we modify the utility function by replacing q(g;) with another function
f (g;) with the properties f(¥)=1and f(g;)/ p; = 0,for p; =0. Thus we seek a power control
agorithm thet maximizes the following utility function:
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Figure 2. Relationship of frame success rate to the efficiency function f (g; ):
non-coherent FSK modem, 80 bits per packet.

In the numerical examples of this paper, we have assumed a system with no error correcting code

and g; constant over the duration of each packet. In these examples,

q(g;) = (- BER)M 4



where BER; is the binary eror rate of transmitter-receiver pair i. To work with a well-behaved

utility function, we introduce the following “efficdency” function
f(gi) = (- 2BER;)" (5)

in our definition of utility. This function has the desrable properties stated above a the limiting
points g; =0and g; =¥, and its shape follows that of q( ) a intermediate points. For example,
Figure 2 shows f(g;)and g(g;)for M =80 and BER, = 0.5exp(- g; /2), the binary error rate of
a non-coherent frequency shift keying modem. The smilar shapes of the two curves leads us to
expect that a set of tranamitter powers that maximizes U; in Equation (3) will be close to the

powers that maximize the utility measure in Equation (2). Note that the above formulation of the
utility function is generd enough that other modulation schemes can be reflected by
appropriately choosing the BER expression.

B. Power Control For Maximum Utility

Our am is to derive a didributed power control dgorithm that maximizes the utility derived by
dl of the usars of the data sysem. In a didributed adgorithm, each tranamitter-receiver pair
adjuds its transmitter power p; in an atempt to maximize its utility U;. For each i, the
maximum utility occurs @ a power level for which the partial derivative of U; with respect to p;

iszero:

i—p (6)

We observe in Equation (3) that in order to differentiate Equation (6) with respect to p;, we
need to know the derivative of g; with respect to p;. A gened formula for sgna-to-

interferenceratio is



. h.
g|:|p;_|“\| = < plhl (7)
i i o) 2
a Pxhy +s;
1j

In Equation (7), hy is the path gain from termind i to the base sation of termind k, |, isthe
interference received a the base station of termina i, and s Zis the noise in the receiver of the

sgnd transmitted by termind i. 1; and s iz areindependent of p; . Therefore

foi _ hi _g ©

T L+N; p

Referring to Equations (3) and (8), we can express the derivative of utility with respect to power
as

Ui _ LR & df ;)
T Mp? & "dg

@) ©
4]

Therefore, with p; > 0, the necessary condition for terminal i to maximizeits utility is

df (@)

gi ag - £(g;)=0. (10)

i
This dates that to operate & maximum utility a base daion receiver has to have a sgnd-to-
interference ratio, g, that satisfies Equation (10).

C. Properties Of The Maximum-Utility Solution

The sgnd-to-interference ratio, g, that maximizes the utility of user i, is a property only of the
effidency function f( ), defined in Equation (5). If dl of the intefering terminds use the same
type of modem and the same packet length, M, they operate with the same efficiency function.
Therefore, the signal-to-interference ratio g, for maximum efficiency, is the same for all
terminals. This is an important observation because earlier work on speech communications
derives an agorithm [2-4] that dlows dl terminas to operate & a common sgna-to-interference
ratio. This dgorithm directs each termind to determine the interference periodicaly and adjust
its power to achieve its target dgna-to-interference retio. After each adjustment, the other
terminds adjust their powers in the same way. Provided the number of terminds is not too



high', dl power levels will converge to vaues that produce the target signa-to-interference ratio
a dl recavers. In speech communications, the target is determined by congderations of
subjective speech qudity. Our mahematica andyds tels us that in data communications the
modem and the packet length dictate the target.

In speech, the distributed power control system, leads to a globally optimum solution. There is
no set of powers that produces a better result than the st that results from the agorithm
described in the previous paragraph. This is not the case in a data system. In a data system, we
can show that if dl terminas operate with the power levels that satify Equation (10), they can
all increase their utilities by ssimultaneously reducing their power by a small (infinitesimal)
amount. This reult is formdly proved in [7] and is dso illustrated with an example in Section
V. This implies that the digtributed power control agorithm for data signds is locdly optimum
but not globaly optimum. As a consequence, we must extend our study to find power ontrol
schemes that do a better job than the signd-to-interference ratio baancing technique implied by
Equation (10). To do so, we introduce concepts of microeconomics that do not play a role in

traditional communications systems engineering, games and prices.

1. GAME THEORY FORMULATION OF POWER CONTROL

In the context of game theory, we say that in adjuding its transmitter power, each termind
pursues a drategy that ams to maximize the utility obtained by the termind. In doing so, the
action of one termind influences the utilities of other terminds and causes them to adjust ther
powers. The distributed power control agorithms we have described are referred to as non-
cooperative games because each termind pursues a draegy based on locdly avalable
information. By contrast, a centrdized power control agorithm uses information about the date
of dl teminds to determine al the power leveds. A centrdized agorithm corresponds to a
cooperative game In game theory terminology, the convergence of the distributed power
control agorithm to a sat of powers that maximize the utility of each termind corresponds to the
exigence of a Nash equilibrium for the noncooperative game. However, the agorithm is not
Pareto efficient. Note that in optimizatiion problems regarding radio resource management,

! Theliterature on power control algorithms for voice systems states a feasibility condition, which depends on the number of
terminals and their locations relative to base stations. If this condition is not satisfied it isimpossible to meet the signal-to-
interference ratio requirements for al terminals simultaneously.



globdly optimd usudly refers to a single unique operdting point. However, Pareto efficiency
usudly may refer to severd points (which form the Pareto frontier) some of which may produce
higher utilities than others From a practica point of view, finding solutions that offer Pareto
improvements may sometimes be sufficient rather than searching for Pareto efficient points.

Because we know that the drategy of maximizing utility leads everyone to transmit at a power
that is too high, we seek a means to encourage terminals to transmit at lower power. To derive
such a technique, we examine the effect of each termind's power adjusment on the utility of dl
other terminas. We define the effect on termind j of a power adjustment a termind i as the cost

coefficient,

U, .
Cj =ﬂ—p_‘pi b (it j) (11)

Each cost coefficient is podtive because any increase in the power of one termind reduces the
ggna-to-interference ratio of every other termina, and hence decreases the utility. The totd

cogt, imposed on dl terminas by termind i transmitting a a power level p; is

C.=acC, bl (12)

=1
B

In the syslems we have studied, we have discovered that at equilibrium, the cost imposed by each
termind is a monotonic incressing function of the distance? of the termind from its base Sation.
Examining terminds with increesng disances from their base daions, we find: (8 increesng
power necessary to achieve the equilibrium dgnd-to-interference ratio, (b) lower equilibrium
utility, and (c) higher cost imposed on the other terminds.  Thus if we index the N termindsin
the system in order of increasing distance from the sarving base dation, where the distance of

termind i is d; meters, we have a equilibrium (for d; <d, <...dy):

% The dependence of various quantities on distance is a property of the radio propagation conditions of a system. The
monotonic dependence of power to distance relates to a ssmple propagation model. Mathematically, the powers,

utilities and costs depend on the path gains, hi i between transmitters and receivers.



U*1 >U*2 >...>U*N
p*1<p*2 <...< p*N and (13

* * *
C1<C2<...<CN

In these inequalities, the asterisks denote equilibrium vaues of power, utility, and codt.

To find an improved power control agorithm, we take these obsarvations into account by
imposing a price on each transmisson. The price is a tax, measured in the units of utility, bits
per Joule, which reduces the utility. The inequdities in Equation (13) suggest that the price
should be monatonic increasing with power. Moreover, by combining Equations (11) and (12)
with the definition of utility in Equation (3), we find tha under dl conditions not just a

equilibrium, the cost imposed by terminal j on the other terminalsis proportiond to p; :

LR

Although it would be intuitively pleesing to pendize eech termind by the vaue of C; in
Equation (14), this is not feasible in a distributed power control sysem The vaue of t; depends
on the current transmitter powers of al terminds in the sysem, and on dl the path gansh;; .

Therefore to determine ti, each termind would need detailed information about conditions at dl

the other terminds.

To derive a digributed agorithm that takes the cods into account, we have adopted a price
function that is proportiond to the power transmitted a each termind, where the proportiondity
congant is the samefor al terminds:

LR

Then, we adopt a power control dgorithm in which each terminal maximizesits net utility

U =U,-V, bl (16)



V.  THENET UTILITY FUNCTION
At firgt glance it appears that our task in deriving a power control dgorithm is not very different
from the task we dtarted with. We began by deriving an dgorithm in which each termind adjusts
its power to maximize the utility function in Equation (3). Now we ask for an dgorithm in which
the function to be maximized is the net utility in Equation (14), which is smply the difference
between Equation (3) and a term proportiond to power. However, this price term changes the
nature of the agorithm consderably. For one thing, U', the function to be maximized, can have
negative vaues. More importantly, when each termina seeks to maximize its own net utility, it
does not am for the same equilibrium signa-to-interference ratio as dl the other terminas. That
is because when we differentiate the net utility function for each termind, the condition
corresponding to Equation (10) contains a term that depends explicitly on the power of each

termindl.

df (@)

Oi—gq, @) P’ =0 (17)

In contrast to Equation (10) the vaue of g; that sdidfies this eguation is different for each

terminal. It depends on al the path gains hy, in Equation 7 and on s 2, the noise in the receiver
of termind i.

This property of the data power control agorithm takes us away from a sgnd-to-interference-
ratio balancing agorithm corresponding to optimum power control for voice sgnas. In addition,
we have to find a numerical vaue for the proportiondity congtant t. This too is a departure from
our origind dtuation in which the function that we maximize depends only on obsarvable
properties of the communications system: L, R, M, p;, the modulaion technique (which

determines the function f( )), and the operating environment (which determines h;; ). To find a

good vaue for t, we have resorted to experiments in which we caculate transmitter powers for



gpecific system modes and then examine the effects of adopting a range of vaues for t, the price
coefficient. The following Section describes these experiments.

V. NUMERICAL EXAMPLES

To shed light on the sdient properties of the power control agorithms derived for wirdess data
transmission, we have consdered a smple modd based on a generic single-cdl CDMA system
with no coding for forward error correction and a fixed packet size. This andyss has provided us
with indghts into the differences between power control for data sgnds and voice sgnds
Armed with this basc undersanding, we have expanded the andysis to consider forward error
correction, variable transmission rates, and varidble packet Szes. The smple sysem examined in
this paper has the following design parameters:

Number of information bits per packet: L=64

Tota number of bits per packet: M= 80 (with no forward error correction, the
difference M-L=16 is the number of hits in the
cyclic redundancy check error-detecting code)

Chiprate: 10° chips's
Bit rate: 10* b/s
Modulation technique: non-coherent frequency- shift keying with binary

error rate 0.56¢%°9. (This assumes that each signd
encounters a nonfading channd in which the
interference appears as white Gaussian noise.)

Recelver noise power spectra dengty: 5 x 10"%! W/Hz, which produces a noise power of
s2=5x100"W in a receiver with 1 MHz
bandwidth.

For this sysem, the efficiency function is

f(gi)=[@- exp(- 0.59;))* (18)

and the utility function is

U; =64x10%[(1- exp(- 0.50;))° /80p; b/J (19)

For this efficdency function, the equilibrium dgnd-to-noise ratio, found by solving Equation (10)
is g*=12.4=10.9dB. This is the target sgnd-to-interference retio that dl terminas am for



when each one seeks to maximize its utility. For this CDMA system, the feashility condition for
thistarget is given by the following bound on the number of terminas|[2]:

N<= 1+(W/R/g* = 9.05 terminals (20)

If the number of terminds tranamitting to the base dation is less than or equd to 9, dl terminds
can operate with g= g*. Moreover, when al links operate with g=g*, dl of the Sgnals arrive a
the base gtation with the same power:

* g

Preceive = (

S
Wi 21
W/R)- (N- 1) ats ()

The remaning quantities that determine the properties of this sysem ae the number of
teminds, N, and the N path gains®, hy,h,,...,hy . In the caculaions eported here, we use a
sample propagetion modd in which dl of the pah gans are deeminigic functions with
propagation exponent 3.6, of the distance between atermina and the base station

h, = const/d3® (22)

where d; (km) is the distance between termind i and the base dation. In our calculations, the
proportionality constant in Equation (22) is 7.75 x 103. We chose this vaue to establish a
transmit power of 10 W for a termina operating at 1000 meters from the base dation in a system
with N=9 terminds, dl operating with g= ¢g* = 12.4. Figure 3 shows the transmitter power as a
function of termind-to-base dation disance for this sysem. Reflecting Equation (22), the

transmitter power in each curve varies as d*®.

To demondrate that the power control agorithm operating with a target of g* is not globaly
optimum, condgder a system with N=9 teminds, al operating with g, =g*. Let dl of the
terminds reduce their power levels by a factor of 10. By working with Equation (21), we find
that they arive a the same sgnd-to-interference ratio, 11.7. With g= 11.7, the efficiency

®In genera we have the notation hy, for the path gain of terminal i to base station k. In our simple example, thereis
only one base station. Therefore, we simplify the notation to a use single subscript so that h; isthe path gain from
terminal i to the system base station.



decreases from f (12.4) = 0.85 to f (11.6) = 0.80, a factor of 0.93. However this negative effect
on utility is far outweighed by the pogtive effect of a 10:1 power reduction. While the new
power control agorithm, based on a target of g= 11.7 is more efficient (in the Pareto sense) than
the dgorithm with atarget of g*, it isnot an equilibrium point of a noncooperative game.

However, when dl terminds operate with g = 11.7, any terminad can unilaerdly improve its
utility by raising its power. For example, an increase in power by one termind by a factor of 1.1,

will increase the Sgnd-to-interference ratio

transmitter power (W)
o o o o o o
N w IS o o ~
T T T T T T

o
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T
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distance between terminal and base station (km)

Figure 3. Trangmitter power in a system with N=9 terminas dl operating
with Sgnd-to-interference-ratiog = ¢g* = 12.4
of that termind to 11.7 x 1.1 = 12.9 and increase the efficiency to f (12.9)=0.88. This benefit to
the utility (0.88/0.80 =1.11) dightly outweighs the negative impact of a 10% increase in power.
However, this action by one termind will cause the utility of the other terminds to decrease,
which in turn will gimulate the other terminds to increase thar power levels. The chan reaction
will bring al terminds to the equilibrium sgna-to-interferenceratio of g* = 12.4.

This dtuation motivates us to introduce the price function to creste a non-cooperative game that

causes terminals to transmit a reduced powers relaive to those in Figure 3. In this game each



termind unilateradly maximizes its net utility in Equation (16). To find the power transmitted by
esch temind, we solve the N smultaneous equations corresponding to Equetion (17) with
i=1,2,...N. To do s0, we dat with initid vadues of the N trangmitter powers and find a

numerica solution of Equation (17) with i=1 and p; held a the initid vaues for the other
vaues of j. We do the same thing in turn for i = 2,3,...,N and repeat the process until the N
power levels converge to their equilibrium vaues. The results differ from the results of the non
cooperdtive game that maximizes U; in thet the equilibrium sSgnd-to-interference retios are not
equa. Teminds nearer the base dation have higher values of g; a equilibrium than terminas
further away. With unequa signd-to-interference ratios, the received powers are unequa and the

power transmitted by each termina depends not only on the distance of that termind from the
base gation, but aso on the distances of dl other terminas from the base sation.
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Figure 4. Trangmitter power in asystem with N=9
terminas. comparison of equilibrium powers with and without a pricing function.

These properties of the game with a price function are documented in Figures 4 and 5. The
numericd results gpply to nine terminds trangmitting data from distances liged in Table 2 in



which d;is proportional to i. For this example, the price parameter in Equation (15) is chosen to
bet = 50. Fgures 4 and 5, which reproduce the results for the game of maximizing utility
without a price function, demondrate that incorporating the price function equilibrium reduces
dl of the equilibrium powers. The eguilibrium dgnd-to-interference reatios are aso lower, but
the combined effect on utility is pogtive for al termindls, asindicated in Figure 5.

Temind | Dist Pahgan | Utility (b/) Utility (b/J) Net utility
(k) 10 x (price = 0) (price=50p) (b/J) 10° x
10° x 10° x
1 0.32 6.16 4.30 34.7 34.7
2 0.46 1.59 1.11 8.96 8.92
3 0.57 0.74 0.52 417 4.10
4 0.66 0.43 0.30 2.44 2.37
5 0.74 0.29 0.20 1.61 1.45
6 0.81 0.21 0.14 1.14 0.92
7 0.88 0.15 0.11 0.85 0.56
8 0.94 0.12 0.08 0.66 0.29
9 1.00 0.10 0.07 0.51 0.08

Table 22 Smulation data

107

10" L price=50p

10°L

utility (b/J)

10*L

10°

10™ 10°

distance between terminal and base station (km)
Fgure 5. Utility in asysem with N= 9 terminds. comparison of equilibrium utility with and
without a pricing function.




VI. DISCUSSION OF RESULTS
The numericd experiments demondraie that when each termind operates independently to
maximize its utility, the sat of transmitter powers converges to a localy optimum result, in which
dl terminds obtain the same dgnd-to-interference ratio, g*=12.4, the solution to Equation (10).
However, we aso find that this result is not globaly optimum. By reducing their powers by the
same factor, dl terminds achieve higher utility. To work within the context of a non-cooperative
game (terminas operating independently to achieve best performance), we have introduced a
pricing function that causes each termind to maximize its net utility, defined as the difference
between utility and price. In contrast to the origind adgorithm with zero price, the agorithm with
a pogtive pricing function converges to an equilibrium point with unequa signda-to-interference
ratios a different terminds. All terminds operate with lower power, lower sgnd-to-interference
ratio, lower effidency, and higher utility than they do when the price is zero. Because utility is
the ratio of efficiency to power, this implies that the benefit achieved by introducing pricing is

entirely due to reduced power.

While dl terminds achieve higher utility when they maximize net utility, rather than the utility
itdf, the bendfits ae highes for terminds near the base dation. Usng an dgorithm with a
postive price function, terminds closer to the base ddion operate with higher sgnd-to-
interference raios than terminds further away. This property of the power control scheme
conforms to the properties of advanced practicd wirdess sysems in which Qudity of Service is
location-dependent. This dependency is introduced in rate adaptation schemes, such as those

incorporated in EDGE (Enhanced Data Rates for GSM Evolution) [11] and W-CDMA



(wideband code divison multiple access) [12], and in incrementa redundancy techniques for

responding to transmission errors [13].

One drawback of power control based on pricing is that we d not have a convenient dgorithm
for implementing it in practice By following the definition of the dgorithm, each termina has to
solve Equation (17) periodicdly and then adjust its power accordingly. The new power is a
complicated function of the present sgnd-to-interference ratio. By contrast, the adjusments
required to converge to the solution to Equation (10) (corresponding to Equation (17) with t=0)
are ample. The new power of termind i is smply the old power multiplied g*/g, the ratio of the

target Sgna-to-interference ratio to the present sgnd-to-interference rtio.

Most of the work reported here appears in the Magter of Science dissertation of Vira Shah [7,8].
The dissartation introduces the utility function used in this paper and proves formaly many of
the statements in this paper. Extensons of the work here to include the effects of error-correcting
coding can be found in [9]. Joint trangmitter power and transmission rate control based on utility
maximizetion as well as the effect of packet sze can be found in [10]. Investigation of Pareto

efficient pricing policies for tranamit power control can be found in [14].

While dl of the above work petans to circuit-switched wirdess data communications,
extensons are currently underway at WINLAB to introduce such a microeconomics framework
to packet-data wirdess communication scenarios.  Ancther related effort a8 WINLAB includes
the sudy of dynamic utility maximization agorithms that take into account mohbility, channd

variaions and resdud battery life.
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