Probability and Stochastic Processes:
A Friendly Introduction for Electrical and Computer Engineers
Roy D. Yates and David J. Goodman

Problem Solutions: Yates and Goodman,1.5.11.5.21.5.31.6.31.6.4and 1.6.7

Problem 1.5.1
probability.

(a) Notethat the probability acall isbrief is
P[B] = P[HoB] 4 P[H1B] 4 P[H,B] = 0.6.
The probability abrief call will have no handoffsis
PHoB] 04 2

PB] 06 3

P[Ho|B] =

(b) The probability of one handoff is P[H;] = P[H1B] + P[H1L] = 0.2. The probability that a call
with one handoff will belongis

PH,L] 01 1

PH, ] 02 2

PILIHy =

(c) The probability acall islong isP[L] =1 P[B] = 0.4. The probability that a long call will
have one or more handoffsis

P[HiLUHsL]  P[HiL]+PHoL] 01402 3
P[H, U Ha|L] = - - =2
[H1UH[L] P[] PL] 04 4

Problem 1.5.2
Lets denotetheoutcomethat theroll isi. So, for1<i<6,R ={s}. Similarly, G = {sj;1,... S}
(@ Since Gy = {s,,%3,%,Ss,5} and all outcomes have probability 1/6, P[G;] = 5/6. The event
RsG; = {s3} and P[R3G;] = 1/6 so that
P[RsG]

(b) The conditional probability that 6 isrolled given that the roll is greater than 3is

P[ReGsg] Plss] 1/6
P G = = = —
Rl ="pey = Planss.s — 3/6
(c) Theevent E that theroll isevenisE = {s,,%,S} and has probability 3/6. The joint proba-
bility of Gz and E is

P[G3E] = Plss4. 6] = 1/3
The conditional probabilities of G; givenE is
P[GsE] _1/3 2

PE] 1/2 3

P[Gs|E] =



(d) The conditional probability that theroll is even given that it's greater than 3is
PIEG] 1/3 2

PIE|Gs] = PGy 1/2 3

Problem 1.5.3
Since the 2 of clubsis an even numbered card, C, C E so that P[C;E| = P[C,] = 1/3. Since P[E| =
2/3,

_ PGE] _1/3 _
The probability that an even numbered card is picked given that the 2 ispicked is
_ PGE] 1/3

Problem 1.6.3
(8 Since Aand B aredigoint, PJANB] = 0.
(b) SinceP[ANB] =0,
P[AUB| = P|A] + P[B] — P[ANB| = 3/8
(c) A Venndiagram should convince you that A C B® so that AN B¢ = A. Thisimplies
PANBY =P|A| =1/4
(d) PIAUBY|=P[B|=1—-1/8=7/8
(e) Events A and B are dependent since P[AB] +# P|A|P[B].
(f) SinceC and D are independent,
P[CND] = P[C|P|D] = 15/64
(g) The previous part implies
P[CUD] = P[C] + P|D] — P[CND] = 5/8+ 3/8— 15/64 = 49/64
(h) SinceC and D are independent, P[C|D] = P|C] =5/8.
(i) Thenext few itemsare alittletrickier. From Venn diagrams, we see
P[CND% = P[C] - P[CND] =5/8— 15/64 = 25/64
() It followsthat
P[CUDY = P[C] +P[D] - P[CND"|
=5/8+4(1—-3/8) —25/64 =55/64
(k) Using DeMorgan’s law, we have
P[C°N D = P[(CUD)| = 1—P[CUD)] = 15/64

() SinceP|C°D¢] = P|C®|P[D¢], C® and D€ are independent.



Problem 1.6.4
(8 SinceAnB=0, PIANB] =0.
(b) Tofind P[B], we can write

P[AUB| = P[A] + P[B| — P[ANB]
5/8=3/8+P[B]—0

Thus, P[B] = 1/4.
(c) Since Aisasubset of B, PIAN B = P]A] = 3/8.
(d) Since Aisasubset of B®, PIAUB®| = P[B‘| = 3/4.
(e) The events A and B are dependent because
P[AB] = 0 # 3/32 = P[AJP[B].
(f) SinceC and D are independent P|CD] = P|C]P[D]. So

P[D]:%:%:ys

(9) Thispermitsusto write
P[CuD] =P|C]+P|D]—-P[CND]=1/2+2/3—-1/3=5/6
(h) SinceC and D are independent events, P[C|D] = P[C] = 1/2.
(i) PICND¢ =P[C] —P[CND]=1/2—1/3=1/6
() P[CUD®| = P[C]+ P|D] — P[CN D = 1/2+ (1—2/3)—1/6 =2/3
(k) By De Morgan'sLaw, C°ND¢= (CUD)®. Thisimplies
P[C°N D =P[(CUD)% =1—P[CUD] =1/6

() By Definition 1.6, events C and D€ are independent because

P[CND‘ =1/6=(1/2)(1/3) = P|C|P|D"|

Problem 1.6.7
(a) For any events A and B, we can write the law of total probability in the form of
P[A] = P|AB] + P[AB]
Since A and B areindependent, P[AB| = P|A|P[B]. Thisimplies
P[ABC] = P[A] — P[AJP[B] = P[A](1— P[B]) = P[A]P[B]]

Thus A and B° are independent.



(b) Proving that A® and B are independent is not really necessary. Since A and B are arbitrary
labels, it isrealy the same claim asin part (a). That is, simply reversing the labels of A and
B provesthe claim. Alternatively, one can construct exactly the same proof asin part (a) with
the labels A and B reversed.

(c) To prove that A® and B® are independent, we apply the result of part (a) to the sets A and B°.
Since we know from part (a) that A and B® are independent, part (b) says that A® and B® are
independent.



