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Problem Solutions: Yates and Goodman,7.1.17.1.27.2.27.3.17.4.2 and 7.5.2

Problem 7.1.1
random variable that indicates the result of flip 33. The PMF of Xg3 is

1-p x=0
PX33 (X): p Xx=1
0 otherwise

Notethat each X; has expected value E[X] = pand variance Var [X] = p(1— p). Therandom variable
Y = X1+ -+ Xqg0 iSthe number of headsin 100 coin flips. Hence, Y has the binomial PMF

B (100) py(l— p)loofy y=0,1,...,100
R (y) = { o) otherwise

Since the X; are independent, by Theorems 7.1 and 7.3, the mean and variance of Y are
E[Y] = 100E[X] =100p  Var[Y] = 100Var[X] = 100p(1— p)
Problem 7.1.2
(& SinceY = X1+ (—Xz), Theorem 7.1 says that the expected value of the differenceis
E[Y] = E[X1] +E[-Xz] =E[X] —E[X] =0
(b) By Theorem 7.2, the variance of the differenceis

Var[Y] = Var [X;] + Var [ Xp] = 2Var[X]

Problem 7.2.2

1 0<xy<1
By (xy) :{ 0 otﬁerw)i/se

Proceeding asin Problem 7.2.1, we must first find Ry (w) by integrating over the square defined by
0<xy<1. Aganweareforcedto find Ry (w) in partsaswedid in Problem 7.2.1 resulting in the
following integrals for their appropriate regions. For 0 <w < 1,

Fw (W) :/OW/OWX dxdy = w?/2

Forl<w<?2,
w—1 p1 1 w—y
FW(W):/ /dxdy+/ / dxdy = 2w— 1 w?/2
0 0 —1J0

1



The complete expression for the CDF of W is

0 w<O0

w?/2 o<w<1
AW =4 ow 1 w2 1<w<2

1 otherwise

With the CDF, we can find fy, (w) by differentiating with respect to w.

w o<w<l1
fww)=¢ 2—w 1<w<2

0 otherwise
Problem 7.3.1
For a constant a > 0, a zero mean Laplace random variable X has PDF
a
fx (X) = Ee*a‘x‘ — 00 < X< 00

The moment generating function of X is

0 o
ox(s) =E[e¥] = g/_mesxe""xdx+g/0 e dx

g elstax 0 aes—ax *
~2sta| 2s-a .
a1
- 2\s+a s-—a
Ca2-g
Problem 7.4.2
points X; that you earn for game i has PMF
_J 1/3 x=0,1,2
Px () _{ 0  otherwise

(@ The MGF of X; is
@ () =E[eX] =1/3+€%/3+€5/3
SinceY = X+ - -+ + X, Theorem 7.10 implies
Gr(s) = [gx (9)]" = [1+ €+ €4]"/3"
(b) First we observe that first and second moments of X; are

EX] =3 XPx (X) =1/3+2/3=1

X

E[X?] = 5 Py (X) = 1?/3+2%/3=5/3



Hence, Var[X] = E[X?] — (E[Xi])? = 2/3. By Theorems 7.1 and 7.3, the mean and variance
of Y are

Problem 7.5.2
Using the moment generating function of X, ¢x(s) = €9°/2_ We can find the nth moment of X, E[X"]
by taking the nth derivative of @x(s) and setting s= 0.

EX]| = o2s™/ 2’ —0
s=0
E[X?] = o0%%/2+0%Pe"/ 2’ —g?
s=0
Continuing in this manner we find that
EX?] = (30%s+0%) &%/2  —0
s=0

E[X*] = (30" +60° + 0®s?) s/ 2’ =304

s=0



