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Abstract

We present a novel method for communicating between a camera and display by embedding and recovering hidden and dynamic information within a displayed image. A hand-held camera pointed at the display can receive not only the display image, but also the underlying message. These active scenes are fundamentally different from traditional passive scenes like QR codes because image formation is based on display emittance, not surface reflectance. Detecting and decoding the message requires careful photometric modeling for computational message recovery. Unlike standard watermarking and steganography methods that lie outside the domain of computer vision, our message recovery algorithm uses illumination to optically communicate hidden messages in real world scenes. The key innovation of our approach is an algorithm that performs simultaneous radiometric calibration and message recovery in one convex optimization problem. By modeling the photometry of the system using a camera-display transfer function (CDTF), we derive a physics-based kernel function for support vector machine classification. We demonstrate that our method of optimal online radiometric calibration (OORC) leads to an efficient and robust algorithm for computational messaging between nine commercial cameras and displays.

1. Introduction

While traditional computer vision concentrates on objects that reflect environment lighting (passive scenes), objects which emit light, such as electronic displays, are increasingly common in modern scenes. Unlike passive scenes, active scenes can have intentional information that must be detected and recovered. For example, displays with QR codes [13] can be found in numerous locations such as shop windows and billboards. However, QR-codes are very simple examples because the bold, static pattern makes detection somewhat trivial. The problem is more challenging from a computer vision point of view when the codes are not visible markers, but rather are hidden within a displayed image. The displayed image is a light field, and decoding the message is an interesting problem in photometric modeling and computational photography. The paradigm has numerous applications because the electronic display and the camera can act as a communication channel where the display pixels are transmitters and the camera pixels are receivers [2][1][31]. Unlike hidden messaging in the digi-
The characterization of this function is done by measuring a range of scene radiances and the corresponding capture images pixels. Our problem in camera-display messaging is similar but has important key differences. The CDTF is more complex than standard radiometric calibration because the system consists of both a display and a camera, each device adding its own nonlinearities. We can exploit the control of pixel intensities on the display and easily capture the full range of input intensities. However, the display emittance function is typically dependent on the display viewing angle. Therefore, the CDTF is dependent on camera pose. In a moving camera system, the CDTF must be estimated per frame; that is, an online CDTF estimation is needed. Furthermore, this function varies spatially over the electronic display surface.

We show that the two-part problem of online radiometric calibration and accurate message retrieval can be structured as an optimization problem. This leads to the primary contribution of the paper. We present an elegant problem formulation where the photometric modeling leads to physically-motivated kernel functions that are used with a support vector machine classifier. We show that calibration and message bit classification can be done simultaneously and the resulting optimization algorithm operates in four dimensional space and is convex. The algorithm is a novel method for online optimal radiometric calibration (ORC) that enables accurate camera-display messaging. An example message recovery result is shown in Figure 3. Our experimental results show that accuracy levels for message recovery can improve from as low as 40-60% to higher than 90% using our approach when compared to either no calibration, or sequential calibration followed message recovery. For evaluation of results, 9 different combinations of displays and cameras are used with 15 different image sequences, for multiple embedded intensity values, and multiple camera-display view angles.

The standard problem of radiometric calibration is solved by varying exposure so that a range of scene radiance can be measured. For CDTF estimation, textured patches are placed within the display image that have intensity variation over the full range of display brightness values. These patches can be placed in inconspicuous regions of the display image or in corners. We use the term ratex patch to refer to these radiometric calibration texture patches. The ratex patches are not used as part of the hidden message. Multiple ratex patches can be used to find a spatially varying CDTF. The ratex patches have the advantage that they are perceptually acceptable, they represent the entire range of gray-scale intensity variation, and they can be distributed spatially. Furthermore, these patches are used for support vector machine training as described in Section 4.

Additionally, we introduce a method of radiometric calibration that employs visually non-disruptive “hidden ratex” mapping. Rather than directly measuring the effect that the
CDTF has on known intensity values, we are able to model the CDTF based on changes to a known frequency distribution of intensity values. Radiometric calibration with hidden ratex produces a distribution-driven intensity mapping that mitigates the photometric effects of the CDTF for simple message recovery.

The contributions of the paper can be summarized as follows: 1) A new optimal online radiometric calibration with simultaneous message recovery, cast as a convex optimization problem; 2) photometric model of the camera display transfer function; 3) the use of ratex patches to provide continual calibration information as a practical method for online calibration; 4) the use of distribution-driven intensity mapping as a practical method for visually non-disruptive online calibration.

2. Related Work

Watermarking In developing a system where cameras and displays can communicate under real world conditions, the initial expectation was that existing watermarking techniques could be used directly. Certainly the work in this field is extensive and has a long history with numerous surveys compiled [4] [35] [28] [5] [14] [27]. Surprisingly, existing methods are not directly applicable to our problem. In the field of watermarking, a fixed image or mark is embedded in an image often with the goal of identifying fraudulent copies of a video, image or document. Existing work emphasizes almost exclusively the digital domain and does not account for the effect of illumination in the image formation process in real world scenes. In the digital domain, neglecting the physics of illumination is quite reasonable; however, for camera-display messaging, illumination plays a central role.

From a computer vision point of view, the imaging process can be divided into two main components: photometry and geometry. The geometric aspects of image formation have been addressed to some extent in the watermarking community, and many techniques have been developed for robustness to geometric changes during the imaging process such as scaling, rotations, translations and general homography transformations [7] [29] [8] [34] [19] [28] [30]. However, the photometry of imaging has largely been ignored. The rare mention of photometric effects [40] [37] in the watermarking literature doesn’t define photometry with respect to illumination; instead photometric effects are defined as “lossy compression, denoising, noise addition and lowpass filtering”. In fact, photometric attacks are sometimes defined as jpeg compression [8].

Radiometric Calibration Ideally, we consider the pixel-values in a camera image to be a measurement of light incident on the image plane sensor. It is well known that the relationship is typically nonlinear. Radiometric calibration methods have been developed to estimate the camera response function that converts irradiance to pixel values. In measuring a camera response, a series of known brightness values are measured along with the corresponding pixel values. In general, having such ground truth brightness is quite difficult. The classic method [6] uses multiple exposure values instead. The light intensity on the sensor is a linear function of the time of exposure, so known exposure times enables ground truth light intensity. This exposure-based method is used in several radiometric calibration methods [22] [24] [6] [21] [17]. Our goal for the display-camera system is related to radiometric calibration, yet different in significant ways. We are interested not just in a system that converts scene radiance to pixels (the camera), but also converts from pixel to scene radiance (the display) so that the whole camera-display system is a function that maps a color value at the display to a color value at the camera.

The camera response in radiometric calibration is either estimated as a full mapping where \( i_{out} \) is specified for every \( i_{in} \) or as an analytic function \( g(i_{in}) \). Several authors [22] [3] [18] use polynomials to model the radiometric response function. Similarly, we have found that fourth order polynomials can be used for modeling the inverse display-
camera transfer function. The dependence on color is typically modeled by considering each channel independently \cite{22} \cite{24} \cite{6} \cite{9}. Interestingly, although more complex color models have been developed \cite{16} \cite{20} \cite{36}, we have found the independent channel approach suitable for the display-camera representation where the optimality criterion is accurate message recovery.

Existing radiometric calibration methods are developed for cameras, not camera-display systems. Therefore, display emittance function is not part of the system to be calibrated. However, for the camera-display transfer function, this component plays an important role. We do not use the measured display emittance function explicitly, but since the CDTF is view dependent and the camera can move, our approach is to perform radiometric calibration per frame, by the insertion of radiometric calibration patches (ratex patches).

Other Methods for Camera-Display Communication

Camera-display communications have precedent in the computer vision community, but existing methods differ from our proposed approach. For example, researchers on the Bokode project \cite{23} presented a system using an invisible message, however the message is a fixed symbol, not a time-varying message. Invisible QR codes were addressed in \cite{15}, but these QR-codes are fixed. Similarly, traditional watermark approaches typically contained fixed messages. LCD-camera communications is presented in \cite{25} with a time-varying message, but the camera is in a fixed position with respect to the display. Consequently, the electronic display is not detected, tracked or segmented from the background. Furthermore, the transmitted signal is not hidden in this work. Recent work has been done in high speed visible light communications \cite{32}, but this work does not utilize existing displays and cameras and requires specialized hardware and LED devices. Time-of-flight cameras have recently been used for phase-based communication \cite{39}, but these methods require special hardware. Interest in camera-display messaging is also shared in the mobile communications domain. COBRA, RDCode, and Strata have developed 2D barcode schemes designed to address the challenges of low-resolution and slow shutter speeds typically present in smartphone cameras \cite{10} \cite{33} \cite{12}. Likewise, Lightsync has targeted synchronization challenges with low frequency cameras. \cite{11}.

3. System Properties

In our proposed camera-display communication system, pixel values from the display are inputs, while captured intensities from the camera are output. We denote the mapping from displayed intensities to captured ones as Camera-Display Transfer Function (CDTF). In this section, we motivate the need for online radiometric calibration by briefly analyzing factors that commonly influence the CDTF.

3.1. Display Emittance Variation

Displays vary widely in brightness, hue, white balance, contrast and many other parameters that will influence the appearance of light. To affirm this hypothesis, an SLR camera with fixed parameters observes 3 displays and models the CDTF for each one. See Samsung in Fig. 4(a), LG in Fig. 4(b), and iMac 4(c). Although each display is tuned to the same parameters, including contrast and RGB values, each display produces a unique CDTF.

![Figure 4. Variance of Light Output among Displays.](image)

3.2. Observation Angles

Displays do not emit light in all directions with the same power level. Therefore CDTF is also sensitive to observation angles. To verify this hypothesis, an experiment was performed where an SLR camera captured the light intensity produced by 3 different LCDs. These 3 CDTF curves highlight the dramatic difference in the light emittance function for different displays, particularly the LG.

4. Methods

4.1. Photometry of Display-Camera systems

The captured image \( I_c \) from the camera viewing the electronic display image \( I_d \) can be modeled using the image formation pipeline in Figure 2. First, consider a particular pixel within the display image \( I_d \) with red, blue and green components given by \( \rho = (\rho_r, \rho_g, \rho_b) \). The captured image \( I_c \) at the camera has three color components \( (I'_c, I'_g, I'_r) \), however there is no one-to-one correspondence between the color channels of the camera sensitivity function and the electronic display emittance function. When the monitor
displays the value \((\rho_r, \rho_g, \rho_b)\) at a pixel, it is emitting light in a manner governed by its emittance function and modulated by \(\rho\). The monitor emittance function \(e\) is typically a function of the viewing angle \(\theta = (\theta_v, \phi_v)\) comprised of a polar and azimuthal component. For example, the emittance function of an LCD monitor has a large decrease in intensity with polar angle (see Figure 6).

The emittance function has three components, i.e. \(e = (e_r, e_g, e_b)\). Therefore the emitted light \(I\) as a function of wavelength \(\lambda\) for a given pixel \((x, y)\) on the electronic display is given by

\[
I(x, y, \lambda) = \rho_r e_r(\lambda, \theta) + \rho_g e_g(\lambda, \theta) + \rho_b e_b(\lambda, \theta),
\]

or

\[
I(x, y, \lambda) = \rho \cdot e(\lambda, \theta).
\]

Now consider the intensity of the light received by one pixel element at the camera sensor. Let \(s_r(\lambda)\) denote the camera sensitivity function for the red component, then the red pixel value \(I^c_r\) can be expressed as

\[
I^c_r \propto \int_{\lambda} \left[ \rho \cdot e(\lambda, \theta) \right] s_r(\lambda) d\lambda.
\]

Notice that the sensitivity function of the camera has a dependence on wavelength that is likely different than the emittance function of the monitor. That is, the interpretation of “red” in the monitor is different from that of the camera. Notice that a sign of proportionality is used in Equation 3 to specify that the pixel value is a linear function of the intensity at the sensor, assuming a linear camera and display. This assumption will be removed in Section 4.3.

Equation 3 can be written to consider all color components in the captured image \(I_c\) as

\[
I_c \propto \int_{\lambda} \left[ \rho \cdot e(\lambda, \theta) \right] s(\lambda) d\lambda.
\]

where \(s = (s_r, s_g, s_b)\).

### 4.2. Message Structure

The pixel value \(\rho\) is controllable by the electronic display driver, and so it provides a mechanism for embedding information. We use two sequential frames in our approach. We modify the monitor intensity by adding the value \(\kappa\) and transmit two consecutive images, one with the added value \(I_a\) and one image of original intensity \(I_o\). The recovered message depends on the display emittance function and camera sensitivity function if the embedded message is done by adding \(\kappa\) as follows:

\[
I_e \propto \int_{\lambda} \left[ (\kappa + \rho) \cdot e(\lambda, \theta) \right] s(\lambda) d\lambda.
\]

Recovery of the embedded signal leads to a difference equation

\[
I_e - I_o \propto \int_{\lambda} \left[ (\kappa) \cdot e(\lambda, \theta) \right] s(\lambda) d\lambda.
\]

The dependence on the properties of the display \(e\) and the spectral sensitivity of the camera \(s\) remains. We use additive-based messaging, instead of ratio-based methods, because this structure is convenient for convexity of the algorithm as described in Section 4.3.

The main concept for message embedding is illustrated in Figure 7. In order to convey many “bits” per image, we divide the image region into a series of block components. Each block can convey a bit “1” or “0”. The blocks corresponding to a “1” contain the added value \(\kappa\) typically set to 10 gray levels, while the zero blocks have no additive component (\(\kappa = 0\)). The message is recovered by sending the original frame followed by a frame with the embedded message and using the difference for message recovery. The message can also be added to the coarser scales of a image.
pyramid decomposition [26], in order to better hide the message within the display image content. The display can be tracked with existing methods [38]. This message structure is decidedly very simple, so the methods presented here can be applied to many message coding schemes.

When accounting for the nonlinearity in the camera and display, we rewrite Equation 4 to include the radiometric response function $f$.

$$I_c = f \left( \int_\lambda [\rho \cdot e(\lambda, \theta)] s(\lambda) d\lambda \right).$$  

(7)

More concisely,

$$I_c = f (I_d),$$

(8)

and the recovered display intensity is

$$I_d = f^{-1} (I_d) = g (I_d).$$

(9)

We use polynomials to represent the radiometric inverse function $g(i)$. The same inverse function $g$ is used for all color channels and gray-scale ratex patches. This simplification of the color problem is justified by the accuracy of the empirical results.

4.3. Simultaneous Radiometric Calibration and Message Recovery via Convex Optimization

The two goals of message recovery and calibration can be combined into a single problem. While ideal radiometric calibration would provide a captured image that is a linear function of the displayed image, we show that calibrating followed by message recovery only gives a relatively small increase in message accuracy. However, if the two goals are combined into a simultaneous problem we have two benefits: 1) the problem formulation can be done in a convex optimization paradigm with a single global solution and 2) the accuracy increases significantly.

Let $g(i)$ be the inverse function that is modeled with a fourth order polynomial as follows

$$g(i) = a_4i^4 + a_3i^3 + a_2i^2 + a_1i + a_0.$$  

(10)

Consider two images frames $i_o$, where $i_o$ is the original frame and $i_e$ the image frame with the embedded message. Note the use of $i_o$ instead of $I_o$ for notional compactness. Since we are using an additive message embedding, we wish to classify the message bits as either ones or zeros based on the difference image $i_o - i_e$. In order to classify the message bits, the ratex patches are also used for training. Consecutive frames of ratex patches toggle between message bit “1” ($\kappa = 10$) and message bit “0” ($\kappa = 0$). This training data can be used for a support vector machine (SVM) classifier.

Taking into account the radiometric calibration, we want to classify on the recovered data $g(i_o) - g(i_e)$. Assuming that the inverse function can be modeled by a fourth order polynomial, the function to be classified is

$$g(i_o) - g(i_e) = a_4(i_o^4 - i_e^4) + a_3(i_o^3 - i_e^3) + a_2(i_o^2 - i_e^2) + a_1(i_o - i_e).$$

(11)

In Equation 11, we see that the calibration problem has a physically motivated nonlinear mapping function. That is, we see that the original data $(i_o, i_e)$ can be placed into a higher dimensional space using the nonlinear mapping function $\Phi$ which maps from a two dimensional space to a four dimensional space as follows

$$\Phi(i_o, i_e) = \begin{bmatrix} i_o^4 - i_e^4 & (i_o^3 - i_e^3) & (i_o^2 - i_e^2) & (i_o - i_e) \end{bmatrix}.$$  

(12)

In this four dimensional space we seek a separating hyperplane between the two classes (one-bits and zero-bits). Our experimental results indicate that these are not separable in lower dimensional space, but the movement to a higher dimensional space enables the separation. Also, the form of
that higher dimensional space is physically motivated by the need for radiometric calibration. Therefore our problem becomes a support vector machine classifier where the support vector weights and the calibration parameters are simultaneously estimated. That is, we estimate
\[
w^T u + b,
\]
where \( w \in \mathbb{R}^4 \), \( b \) are the separating hyperplane parameters, and \( u \) is the input feature vector. Since we want to perform radiometric calibration, the four-dimensional input is given
\[
u = \begin{bmatrix}
a_4(i_o^4 - i_e^4) & a_3(i_o^3 - i_e^3) & a_2(i_o^2 - i_e^2) & a(i_o - i_e)
\end{bmatrix}^T.
\]
Notice that the \( w^T u + b \) is still linear in the coefficients of the inverse radiometric function. These coefficients and the scale factor \( w \) are estimated simultaneously. We arrive at the important observation that accounting for the CDTF preserves the convexity of the overall classification problem. The coefficients of the function \( g \) are scaled by \( w \), so that calibration and classification can be done simultaneously, and convexity of the SVM is preserved.

### 4.4. Radiometric Calibration with Hidden Ratex

The main disadvantage of OORC is the requirement that visible ratex patches must be placed on screen. Ratex patches are somewhat visually obtrusive and unattractive for certain applications. However, they are convenient for modeling the CDTF. Instead of directly observing the effects of the CDTF on the full intensity gamut, we can observe how the CDTF modifies the intensity histogram. For this to work, we need to know the initial intensity distribution of an image before it passes through the CDTF. We perform an intensity mapping on every image entering the camera-display transfer function so the intensity histogram is known. We can think of the known intensity mapping of these images as “hidden ratex.” Once the image is captured, the new, modified distribution of the image’s intensities are observed. Since the intensity distribution is predetermined, we are able to measure the effects of the CDTF by observing the differences in the captured intensity histogram. For example, we may wish to choose a uniform, or near uniform intensity distribution for camera-display transfer images. By histogram equalizing a displayed image, a receiver can infer that the distribution of this image’s intensities are near uniform. An intensity mapping is applied to an image before it is displayed. Although this will have an effect on the appearance of the carrier image, we refer to this method as hidden ratex because it does not require markers to be displayed on screen for calibration. Once the image is captured, the photometric effects of the CDTF has altered the image. The captured image is then intensity mapped again, so that its intensity histogram is more similar to the displayed distribution, before distortion by the CDTF. In other words, histogram intensity mapping acts as the inverse CDTF. Although there is not one-to-one correspondence, intensity mapping is an effective method for hidden ratex as a visibly non-disruptive method for radiometric calibration.

Because histogram-driven intensity mapping serves as an effective inverse-CDTF mapping, embedded messages bits can be labeled with simple thresholding. For each pair of corrected images (original and embedded), intensity mapping is applied to the original image. That same mapping is then applied to the embedded message. The difference between the original and carrier image are then computed. The embedded blocks are now separable by a simple constant threshold, because, undisrupted by the photometric effects of the CDTF, message blocks are nothing more than a known added constant. In other words, \( i_e \) and \( i_o \) are remapped via the same intensity mapping. The remapped difference \( i_e - i_o \) is used to recover the message bit.

### 5. Results

For empirical validation, 9 different combination of displays and cameras are used comprised of 3 displays: 1) LG M3204CCBA 32 inch, 2) Samsung SyncMaster 2494SW, 3) iMac (21.5 inch 2009); and 3 cameras: 1) Canon EOS Rebel XSi, 2) Nikon D70, 3) Sony DSC-RX100. Fifteen 8-bit display images are used. From each display image, we create a display video of 10 frames: 5 frames with the original display images interleaved with 5 images of embedded time-varying messages. An embedded message frame is followed by an original image frame to provide the temporal image pair \( i_e \) and \( i_o \). The display image does not change in the video, only the bits of the message frames. Each message frame has \( 8 \times 8 = 64 \) blocks used for message bits (with 5 bits used for ratex patches for calibration and classification training data). Considering 5 display images, with 5 message frames and 59 bits per frame results in approximately 1500 message bits. The accuracy for each video is defined as the number of correctly classified bits divided by the total bits embedded and is averaged over all testing videos. The entire test set over all display-camera combinations is approximately 18,000 test bits.

There are 4 methods for embedded message recovery. Method 1 has no radiometric calibration, only the difference \( i_e - i_o \) is used to recover the message bit. Method 2 is calibration followed by differencing for message recovery. Method 3 (OORC) is the optimal calibration where both radiometric calibration and classification are done simultaneously. Method 4 is calibration via hidden ratex followed by simple differencing for message recovery. For the first three methods, training data from pixels in the ratex patches are used to train an SVM classifier. For each of the 9 display-camera combinations, the accuracy of the 4 message recovery methods was tested with 2 sets of ex-
experimental variables: 1) 0° frontal camera-display view; 2) 45° oblique camera-display view; and: 1) embedded message intensity difference of 5; 2) embedded message intensity difference of 3. The results of these tests can be found in Tables 1, 2, 3, and 4.

### Table 1. Accuracy of embedded message recovery and labeling with additive difference +3 on [0,255] and captured with 45° oblique perspective.

<table>
<thead>
<tr>
<th>Accuracy (%)</th>
<th>Naive Threshold</th>
<th>Two-step</th>
<th>OORC</th>
<th>Hidden Ratex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon-iMac</td>
<td>72.94</td>
<td>75.67</td>
<td>99.17</td>
<td>89.63</td>
</tr>
<tr>
<td>Canon-LG</td>
<td>58.94</td>
<td>84.94</td>
<td>98.44</td>
<td>95.74</td>
</tr>
<tr>
<td>Canon-Samsung</td>
<td>48.44</td>
<td>64.89</td>
<td>99.39</td>
<td>89.91</td>
</tr>
<tr>
<td>Nikon-iMac</td>
<td>60.17</td>
<td>75.50</td>
<td>95.17</td>
<td>90.00</td>
</tr>
<tr>
<td>Nikon-LG</td>
<td>49.72</td>
<td>73.39</td>
<td>99.33</td>
<td>94.81</td>
</tr>
<tr>
<td>Nikon-Samsung</td>
<td>47.22</td>
<td>72.89</td>
<td>95.00</td>
<td>89.54</td>
</tr>
<tr>
<td>Sony-iMac</td>
<td>64.44</td>
<td>76.00</td>
<td>99.06</td>
<td>71.11</td>
</tr>
<tr>
<td>Sony-LG</td>
<td>56.11</td>
<td>75.61</td>
<td>98.56</td>
<td>90.93</td>
</tr>
<tr>
<td>Sony-Samsung</td>
<td>47.50</td>
<td>79.11</td>
<td>98.89</td>
<td>87.80</td>
</tr>
<tr>
<td>Average</td>
<td>56.17</td>
<td>75.33</td>
<td>98.11</td>
<td>88.83</td>
</tr>
</tbody>
</table>

### Table 2. Accuracy of embedded message recovery and labeling with additive difference +3 on [0,255] and captured at 0° frontal view.

<table>
<thead>
<tr>
<th>Accuracy (%)</th>
<th>Naive Threshold</th>
<th>Two-step</th>
<th>OORC</th>
<th>Hidden Ratex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon-iMac</td>
<td>97.06</td>
<td>94.50</td>
<td>99.83</td>
<td>95.37</td>
</tr>
<tr>
<td>Canon-LG</td>
<td>87.89</td>
<td>99.00</td>
<td>99.39</td>
<td>99.44</td>
</tr>
<tr>
<td>Canon-Samsung</td>
<td>71.67</td>
<td>88.11</td>
<td>100.00</td>
<td>95.37</td>
</tr>
<tr>
<td>Nikon-iMac</td>
<td>91.89</td>
<td>93.67</td>
<td>96.00</td>
<td>96.11</td>
</tr>
<tr>
<td>Nikon-LG</td>
<td>81.56</td>
<td>95.11</td>
<td>99.94</td>
<td>98.88</td>
</tr>
<tr>
<td>Nikon-Samsung</td>
<td>58.78</td>
<td>92.22</td>
<td>99.39</td>
<td>97.41</td>
</tr>
<tr>
<td>Sony-iMac</td>
<td>92.28</td>
<td>92.00</td>
<td>97.72</td>
<td>80.37</td>
</tr>
<tr>
<td>Sony-LG</td>
<td>77.06</td>
<td>96.22</td>
<td>100.00</td>
<td>91.13</td>
</tr>
<tr>
<td>Sony-Samsung</td>
<td>63.28</td>
<td>94.17</td>
<td>99.89</td>
<td>81.67</td>
</tr>
<tr>
<td>Average</td>
<td>80.16</td>
<td>93.89</td>
<td>99.35</td>
<td>93.71</td>
</tr>
</tbody>
</table>

### Table 3. Accuracy of embedded message recovery and labeling with additive difference +5 on [0,255] and captured with 45° oblique perspective.

<table>
<thead>
<tr>
<th>Accuracy (%)</th>
<th>Naive Threshold</th>
<th>Two-step</th>
<th>OORC</th>
<th>Hidden Ratex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon-iMac</td>
<td>95.28</td>
<td>96.61</td>
<td>99.00</td>
<td>95.74</td>
</tr>
<tr>
<td>Canon-LG</td>
<td>97.11</td>
<td>99.72</td>
<td>97.17</td>
<td>97.59</td>
</tr>
<tr>
<td>Canon-Samsung</td>
<td>97.39</td>
<td>97.33</td>
<td>98.94</td>
<td>94.35</td>
</tr>
<tr>
<td>Nikon-iMac</td>
<td>98.39</td>
<td>99.17</td>
<td>99.22</td>
<td>96.11</td>
</tr>
<tr>
<td>Nikon-LG</td>
<td>99.83</td>
<td>100.00</td>
<td>99.83</td>
<td>97.31</td>
</tr>
<tr>
<td>Nikon-Samsung</td>
<td>96.33</td>
<td>97.44</td>
<td>98.56</td>
<td>95.74</td>
</tr>
<tr>
<td>Sony-iMac</td>
<td>97.72</td>
<td>97.00</td>
<td>99.94</td>
<td>81.67</td>
</tr>
<tr>
<td>Sony-LG</td>
<td>99.39</td>
<td>100.00</td>
<td>100.00</td>
<td>90.74</td>
</tr>
<tr>
<td>Sony-Samsung</td>
<td>92.50</td>
<td>92.33</td>
<td>98.06</td>
<td>90.28</td>
</tr>
<tr>
<td>Average</td>
<td>97.10</td>
<td>97.73</td>
<td>98.97</td>
<td>93.28</td>
</tr>
</tbody>
</table>

### Table 4. Accuracy of embedded message recovery and labeling with additive difference +5 on [0,255] and captured at 0° frontal view.

6. Discussion and Conclusion

The results indicate a substantial improvement of bit classification in a camera-display messaging system with our methods. We demonstrate experimental results for nine different camera-display combinations at frontal and oblique viewing directions. We show that naive threshold-
ing is a poor choice because the variation of display intensity with camera position is ignored. Any method that embeds a message without accounting for the variation of display intensity will degrade for non-frontal views. We present two ways to perform online radiometric calibration. The first method uses calibration information in the image called ratex patches. In the second approach, the calibration information is hidden and no patches appear in the image. Our experimental results show that hidden, dynamic messages can be embedded in a display image and recovered robustly. We show that naive methods of message embedding without photometric modeling lead to failed message recovery, especially for oblique views (45°) and small intensity messages (+3). We present a visually non-disruptive method for radiometric calibration in the form of hidden ratex intensity mapping. Although the CDTF is spatially dependent, a single set of calibration coefficients per frame were sufficient for high message accuracy. The approach is well-justified by theory and by empirical evaluation.
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