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ABSTRACT

This paper presents an admission control mechanism foi-raidt
wireless ad hoc networks. Admission control depends oniggec
estimates of bandwidth available in the network and the Wwadtt
required by a new flow. Estimating these parameters in vesehel
hoc networks is challenging due to the shared and open nature
the wireless channel. Available bandwidth can only be deitezd
by also considering interference at neighboring nodeso,Alse to
self-interference of flows the required bandwidth of a flowies
for each link of a route. The proposed admission control raech
nisms is integrated with a hop-by-hop ad hoc routing prd{dbas
enabling it to identify alternate routes if the shortesthpiatcon-
gested. Each node measures available channel bandwidtigthr
passive monitoring of the channel. The mechanism improsts e
mation accuracy by using a formula that considers possjidédat
reuse from parallel transmissions. The protocol also u=epo-
ral accounting to enable bandwidth estimation across lirgisg
different bit-rates. Simulation results support that tkkenession
control mechanism can effectively control the traffic loadi dhat
considering parallel transmission leads to improved baditivwes-
timation accuracy. The admission control mechanism canitadm
more traffic while maintaining QoS.

Categories and Subject Descriptors

C.4 [Performance of Systemp design studies; C.2.lomputer-
Communication Networks]: Network Architecture and Desigh—
wireless communication

General Terms
design, performance
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1. INTRODUCTION

The higher data rates supported by short-range wireles®riet
ing standards enable a variety of new media streaming atd dis
bution applications. IEEE 802.11-based wireless netwatksv
streaming of audio and video content between home enterégin
devices. Wireless networks can also reduce the cost of yiaglo
arrays of surveillance cameras. The range and reliabifitsuch
systems can be extended through multi-hop communicatitreif
direct link to a base station fails. Since real-time mediaans
require low delays and packet loss rates, these applicatienefit
from Quality of Service (QoS) mechanisms such as admission ¢
trol. Admission control prevents the network from reachaum-
gestion by rejecting new media streams if insufficient badtiwis
available.

Providing admission control in wireless networks is paitcly
challenging because of the shared and open nature of sihgte ¢
nel wireless communications. Unlike wired networks, thailav
able bandwidth on a communication link may change due to mo-
bility or outside interference. While these issues preweintless
QoS solutions from providing strong bandwidth guarantegse-
less quality-of-service mechanisms can still increasedhability
of the communication link. In wireless networks, each nodé¢he
channel may also have a different view of channel utilizabased
on their unique position in space. In addition, wirelessidrais-
sion also contend with transmissions outside the directeonica-
tion range. The contention or carrier-sense range is tifpicauch
larger than the transmission range, making it difficult ttedmine
whether a newly admitted flow affects existing flows at neaiiy
nodes.

This paper presents an admission control mechanism i¢egra
with ad hoc routing. Wireless networks often provide mugtipos-
sible routes between a source destination pair. Thus ratiag ad-
mission control into the routing protocol enables the idation
of alternate routes if the shortest path is congested. Mosely
related to this work is the Contention-Aware Admission Goht
Protocol independently developed by Yang and Kravets [IBis
paper builds on CACP with the following key contributions:

e A mechanism for accurate admission control decisions in a
multi-rate environment (as in a typical 802.11 network). In
multi-rate networks, the mechanisms must realize that the
link utilization required by a flow is a link-oriented condep
depending on the bitrates and position of the link.

e Protocol extensions to exchange topology information aded
for admission in hop-by-hop routing protocols such as AODV
or LUNAR. Earlier work, such as CACP used source routing



protocols, where the route information is contained in the
packet headers.

e A formula considering channel reuse due to parallel trans-
missions for more accurate channel utilization estimation
It is based on passive monitoring with dual carrier-sensing
thresholds as proposed in CACP.

The rest of the paper is organized as follows: in section 2, we
explain the challenges to perform admission control in lese net-
works. Section 3 presents our solutions of predicting thé li
utilization of the requesting flow, estimating channel kalzlity
and making admission decision. Then in section 4, the pexpos
scheme and its implementation are described in detail.i®e&
shows the simulation results to demonstrate the effecs&nf our
proposed scheme. Finally, section 6 concludes our work.

2. ADMISSION CONTROL IN WIRELESS
AD HOC NETWORKS

Admission control allows a new data flow onto the network if
the available network bandwidth is greater than the banttivie-
quired by the flow. Thus, making an admission decision reguir
an estimate of the available network bandwidth and an estiofa
the bandwidth required by the flow. In a network, admissiantic
must ensure sufficient available bandwidth on the bottlefiak of
the route, because congestion may differ on each link. Siimgge-
channel wireless links are not isolated from each other,isglon
control also has to ensure that the admission of a flow doesnot
terfere with existing flows on nearby links. Assuming synmicet
channels and identical radio configurations, a node’s nésson
could interfere with flows passing through any node in theiear
sensing range of the respective node. We refer to these rasdes
carrier sensing nodes (CSN)

The admission control mechanisms must ensure that eack of th
CSNs has sufficient available bandwidth to accommodate éhe n
flow. Available bandwidth, however, is link-dependent doelif-
ferences in bitrate and packet error rate (the same nodeasan h
different bandwidth available for different communicatitinks).
Therefore, it is more meaningful to measure a node’s chaavadl
ability in terms of time, which is independent of these fasto
Specifically, we define a nodethannel availabilityas the frac-
tion of the channel available for transmissions withougifering
with existing flows on its CSNs.

The required link utilization of a flow depends on the data& rat
and packet size used by the flow in addition to the bitrate en th
link. However, due to self-interference of flows in wirelesst-
works, the link utilization is also affected by the fractiofchannel
the flow consumes on other nearby links.

2.1 Related Work

Much work has been done in providing QoS support in wired and
wireless networks. IntServ/RSVP and DiffServ[2] are twduso
tions for QoS provisioning on the Internet, but they are nidtiable
for wireless ad hoc networks [3]. They can not address thé cha
lenges of estimating the available resources and caloglétie re-
sources required by the flow due to shared nature of wirelems-c
nels.

Some QoS solutions have been proposed for wireless ad hoc net

works. In [4], admission control is mentioned as a necessamy-
ponent to support QoS in wireless ad hoc networks, but nafgpec
algorithms were designed. In SWAN[5], the admission cdlgro
promiscuously listens to all packet transmissions witksntians-
mission range to gather information of bandwidth and conges

Admission decision is based on the bandwidth measured #heng
path of communication by sending a probe message. Probing in
troduces a lot of overhead and may not be able to determine an
accurate value if packet loss occurs. Besides, SWAN doesaomet
sider the fact that nodes could interfere with each othen gveugh
they may not communicate directly. The same problem exists i
[6] and [7]. [8] presents a resource reservation-basednguaind
signalling algorithm, ad hoc QoS on-demand routing (AQQR).
aims to provide end-to-end QoS support in terms of bandvadth
end-to-end delay. In AQOR, every node is required to pecaityi
send out a "Hello” packet, announcing its existence andidrad-
formation to its neighbors. Based on the exchanged infaomat
every node calculates the available bandwidth and banbweioit-
sumption, taking into account self traffic, neighborhoaffic and
boundary traffic. However, AQOR does not give enough atenti
to the fact that, when making admission decision, a node omrst
sider not only local resources but also the resources dtaltan-
tending nodes within its CSR. [10] is most related to our work
In this work, the authors proposed the Contention-aware isdm
sion Control Protocol (CACP) to support QoS in ad hoc network
CACP is the first work to introduce the concept of c-neighlooch
available bandwidth, which refers to the available bandhwat a
node’s CSNs. It requires that a node must have enough lodal an
c-neighborhood available bandwidth to successfully adniiow.
CACP depends on source routing to build the "c-neighbor &et”
calculate bandwidth consumption. We build on CACP and dgvel
an admission control mechanisms that can operate in a natgti-
environment and provides more accurate available bandveisti-
mation by considering parallel transmissions. We also ldgva
protocol for sharing topology in common hop-by-hop routprg-
tocols instead of source routing.

3. ADMISSION CONTROL MECHANISM

The admission control mechanism comprises link utilizagice-
diction, channel availability estimation, and routing jmeol exten-
sions to share necessary information between nodes.

3.1 Prediction of Link Utilization of a Flow

The required link utilization of a flow can be predicted by com
puting the medium access control overhead and by estimgténg
self-interference component based on the node’s positictine
route. To enable this prediction the average packet ratpacket
size must be known. These can be either provided by the appli-
cation generating the flow or estimated from the first pacgets
erated for this flow. In the following derivation, we also as®
a perfect channel and do not consider transmission faillwesto
channel errors, but the formula can be extended with a packeat
rate component on each link if the average packet error eatde
measured by the nodes.

3.1.1 Link Utilization Requirement of the Source

For IEEE 802.11 MAC using RTS-CTS-DATA-ACK handshake,
as shown in Fig. 1, per-hop occupation time of a data packet,
Toccup, CaN be expressed as:

L
B +Tprcp + Tack+

3Tsifs +Taifs + Toackos s

In (1), L is the size of the data packet including MAC header;
Trprcp, Tris, Tets and T, represent the time for transmitting
PLCPheaderRTS CTSandACK packets respectivelyl’s; s and

T4 denote the inter-frame spaces SIFS and DIFS, respectively,
which are defined in the IEEE 802.11 standaklis the link rate

Toccup =Trts Tets
59 t + t + (1)
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Figure 1: Operation of Four-Way Handshake in the 802.11
DCF

used by the source nod&,..«.¢s denotes the backoff time before
the transmission, which can be expresse§ 8™ - SlotTime.
Since our scheme is designed to control the traffic load aovighe
QoS guarantees to admitted flows, transmission failuresalcel-
lisions are expected to be negligible. Thus, the conteimilow
(CW) can be assumed to mostly remaiil€a¥” Min. Since backoff
slots are uniformly distributed ifo, CW], the expected slot num-
ber is€WMin and the backoff time can be obtained by multiplying
with the slot time.

In the expression ofoccup, ONlY the% term is link-bitrate de-

pendent. By definin@uat. = %,

Toccup = Tdata + Toh (2)

whereT,, is the sum of rate independent terms in (1).

If the application at the source node gener&esickets per sec-
ond, then its requirement or link utilization for one-hoprtsmis-
sion pr.q Can be expressed as:

Preq = R x (Tdata + Toh) (3)

SinceTyqt. is dependent on the link raf®, p,., also depends on
B. However, when the source node specifigs;, it only knows
its own link rate. On a link with a different rate, the link lization
would differ. Therefore, we need to provide necessary médion
to other nodes, letting them be able to calculate the linlkzation
locally. We will describe it in the protocol implementatisaction.

3.1.2 Estimating flow self-interference

The total link utilization required by the requesting flowahnk
depends on its position on the path, since nodes on the saime pa
will contend for the channel with each other, which we calf-se
interference or intra-flow contention. Consider the sanpgiéh in
Fig. 2. The dashed circle represents As carrier-sensingerand
the solid arrows stand for the requesting flow from C1 to C4. Fo
the admitting node A, nodes N1, N2, N3 and N4 are all its CSNs.
Transmissions from each of these nodes as well as from node A
itself add to the link utilization on the linkd — N3. Assume that
the link ratesonV1 — N2, N2— A, A— N3, N3— N4 andN4 —

C3 are By, B2, Bs, B4 and Bs, respectively. The aggregate link
utilization required by the requesting flow can then be dateudl as

?:1 R- (BL + Toh)-

In general, aggregate link utilization required by the esiing
flow on a node’s outbound link can be formulated as follows:

Ncont+1

R (L

> @

Paggr = + Toh)

=1

where L is the packet size and R is the packet sending fétg,+
denotes the number of the node’s CSNs on the path excluding th
destination, since the destination only passively receilie pack-
ets.

Necont is hard to obtain in mobile ad hoc networks where the
topology is not known in advance. In a single-rate networkcan
approximateV..,: of each node with the number of non-destination

Figure 2: Example of Calculating Bandwidth Consumption

CSR
R

nodes within it§ %25 ] hops. For example, ns-2 defines the carrier-
sensing range in IEEE 802.11 as approximately twice thestran
mission range at 2Mbps bit rate. Thus, we can use the number of
2-hop neighbors on the path to approximate,,.: in a 2Mbps net-
work. In Fig.2, if assuming all the links work at 2Mbps bit eat
then N.,.: of node A is 4, because N1, N2, N3 and N4 are within
its two hops and none of them is the destination. HoweNer,,:

of N4 is only three. Although there are 4 nodes within its tvop$,
one of them (C4) is the destination. This approximation, v,
can not necessarily apply to a multi-rate environment. Kkane
ple, the popular 802.11b physical (PHY) layer provides 15.3,
and 11Mbps. If each link in the network works at either 1Mbps o
2Mbps, we can still use the 2-hop approximation, since thestr
mission ranges at the two bitrates are both about one hatleof t
carrier-sensing range. To estimat®,,: in an environment with
more rates, some link-bitrate information could be disiiddl in the
route discovery. For example, an intuitive way is to let eaotle
appends its bitrate in the route packets before forwardiegnt
Given the correspondence between bitrate and transmiszige,
Ncont €an be easily estimated. This approach can be optimized if
we know some general bitrate information, such as whiclsrate
being used in the network.

3.2 Estimation of Channel Availability

We estimate channel availability through passive monitpit
each node with a lowered carrier-sensing threshold, aseste)
in [10]. To improve estimation accuracy, our approach messu
busy time using two thresholds, to be able to estimate aniesib
the amount of possible parallel transmissions.

First, local channel busy tim@(ﬁjf;l) can be measured by pas-
sively monitoring the transmission activity in the regutarrier-
sensing range. Here we define the channel busy time as the tota
time that a node is transmitting, receiving or has sensatkcaig-
nals. When the signal strength is higher than ¢hgier-sensing
threshold the channel is assumed busy. To get the information of
channel busy time at its CSNg{;7, ), a node extends its measure-
ment range to enclose the carrier-sensing ranges of allStdsC
Figure 2 illustrates this relationship. This extended eaigycalled
neighbor-carrier-sensing rangfNCSR) and can be implemented
using a second lowemeighbor-carrier-sensing thresholdlif the
signal strength is higher than this threshold the chanredssmed
busy at the sensing node’s CSNs. Note, however, that thiaagst
of channel busy time at a node’s CSNs is overly conservatiegal
the assumption that any transmission activity in a nodeghier-
carrier-sensing range consumes the bandwidth at all itssCG&#id
that no transmision can occur in parallel.

During the measurement interval, let T, 5" be the local busy
time sensed by the admitting node when the signal strengthoige
carrier-sensing thresholdndTy,;.,, be the busy time when the sig-

busy
nal strength is larger thareighbor-carrier-sensing thresholdVith

these two measurements of channel busy tiﬁ%ﬁi is used to es-

local
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Figure 3: Illustration of Parallel Transmission
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timate the local channel utilizatign,..; and channel utilization at
the node’s CSNg..,, as follows:

local csn

busy busy
—— andpcsn =

Ty Ty
SinceTy,:, is measured with a lower threshold, it fully contains
Tlocal

busy - The idle fraction of the channel can thus be calculated as
pidie = 1 — pesn. This already accounts for interference at the
CSNs, meaning that only flows could be admitted that would not
interfere with other flows at the CSNs.

Besides the idle channel fraction, parallel transmissamgen-

erate some extra channel share available to the flow. CorfSigi8.
If flow EF were admitted, the total channel busy time measbsed
Cwould beTap +Tcp +Ter — Tovertap, Wher€Toyeriqp is the
fraction of A and E transmitting at the same time. Dividingthe
measurement intervdl,, we can calculate the channel utilization
aspaB+ pcp + PEF — Poverlap- SiNCe each individual utilization
component can be interpreted as the probability that a naahs-t
mits at a given time, we can approximate the amount of ovéayap
assuming that the transmission of AB and EF are independent o
each other. This leads @veriap = pas - per. Thus, channel
availability for flow EF is1 — (paB + pcp) + poveriap, Which
represents the fraction that node E can transmit withoatfieting
with AB and CD.

3.3 Admission Decision with Parallel
Transmission Consideration

When admitting a new flow, we estimate how much the new flow
can transmit in parallel with existing nodes outside theieasens-
ing range to obtain a more accurate estimate of the requiilezhu
tion. Parallel transmission can be estimated based on thérnve
measurements and link requirement of the flow.

SinceTy." is measured with a lower threshold, it fully contains

busy
Tjocal, T}ocel is thus an estimate of the amount of channel

csn
busy * Tbuay busy

busy time contributed by the transmissions outside the tichi
node’s carrier-sensing range. In Fig. 2, for example, if Ahis
admitting node Ty5s7, — Tho%! then reflects the activities within
the light shaded area. Since transmissions outside a noaieisr-
sensing range (CSR) do not interfere with transmissions fitoe

node itself, the parallel transmission part is

TCSTL

busy —

Plocal =

local

busy L
R (T, —
T, X ( n+ Ba)

Poverlap =

whereR - (Ton + 5=
rate of node A.

If the flow were admitted, link utilization at the admittingae
A updates to

) represent A's transmission afg}, is the link

u —
Plocal = Plocal + Paggr

Meanwhile, the total link utilization at node As carriegtssing
neighbors (CSNs) updates to

u
Pesn = Pcsn + pagg'r -

Poverlap

To avoid congestion, the admitting node must engifre,; < 1
andp¢,, < 1. For more conservative admission control the utiliza-
tion limit can also be chosen smaller than one—we use a vdlue o
one here for simplicity. We note that the second conditiomdse
stringent than the first one. Therefore, when a node makegsadm
sion decision, it only needs to checkgdf,,, < 1 can be satisfied,
that is,

Pesn + Paggr — Poverlap <1
which implies

Paggr < 1-— Pesn + Poverlap: i-e

Tl::sn Tbcsn T}focal L (5)
woan < 1 — usy usy usy < R- T o
Paggr = T, T, (Ton + Ba)

where the left Sid@ager = > 17" R+ (& + Tor) is the ag-
gregate link utilization required by the flow, while the riggide
represents the fraction of the channel available to the flow.

In a network where all the links use the same rate, equatipn (5
can be simplified to:

Tlocal

busy

Tcsn

busy —

Ty

TCSTL

busy

Ty

wherep, ., is calculated in (3)

This inequality must be verified at each node during the route
establishment phase. The following section describesetsld of
this proecess.

(Ncont + 1)/)7'6(1 S 1- X Preq (6)

4. PROTOCOL IMPLEMENTATION

The proposed QoS scheme consists of four parts: route discov
ery, distributed admission control, channel reservatiwh@oS vi-
olation recovery. We discuss the protocol implementatiothie
context of the LUNAR routing protocol [11]. We have chosen-LU
NAR for the implementation of the mechanisms due to its sicapl
ity and small code base. The concepts under discussion,veowe
can also be applied to other hop-by-hop routing protocoth sis
AODV. For ease of explanation, we only describe the implemen
tion for a network with only 1Mbps and 2Mbps bitrates. Howeve
it can be easily extended for the network with more rates By di
tributing more link-rate information to the nodes. To kemk of
flow information, aFlow Tableis maintained at every node in the
network. Each entry of this table describes a flow passingutin
the node, including the source, destination, reservedneiaand
status. All entries are maintained as soft state, so thgtateau-
tomatically deleted if the topology changes. The statusbeaane
of the three values: requesting, reserved and activatechulti-
ple flows between the same source-destination pair needsohe
ported, an additional identifier can be added into Faw Table
entry to uniquely represent a data flow.

4.1 Route Discovery and Admission Control

We add several fields to the routing protocol to distribufmte
ogy and flow requirement information to each node that mug&ema
an admission decision. Upon receiving an ARP request, tinieso
node broadcasts a resolution request (RREQ) to its neighBa-
sides the original fields defined in LUNAR, we add four moredel
to the RREQ message to facilitate QoS provisioning. "Flow, ID
associated with source and destination, uniquely idestéi@ow.



" SendingRate” states packet sending rateof the flow. We also request, but does not receive a route reply in time. ddta start
include the packet size in the RREQ, denoted as "L"and R timeoutexpires if a node has received a route reply for a reser-
characterize the traffic of the flowB',psirear” field specifies the vation, but has not yet received data from the source withig t
link rate used by the previous hop, which is 0 at the sourceenod period. Thedata timeouis used to keep track of flows which have
since it is the first hopBupstream IS USed by the next-hop node to  transmitted data, but this timeout value has elapsed shecéast

calculate the aggregate link utilization required by thguesting data packet was forwarded. This can occur, for example, due t
flow. When receiving the RREQ, each intermediate node calcu- node movement so that the currently used route fails ancires
lates the aggregate link utilization introduced by the $raissions needs to use another route.

over last two hops and the next hop. Link utilization of theriex . . .
diate previous hop is calculated &s- (T, + %p), where B, 4.2 QoS Violation Detection and Recovery
denotes the link rate. Link utilization of the second presidop is We exploit the periodic route refresh mechanism used in LU-
R (Ton + B#), where Bypsiream iS Obtained from the NAR to provide an implicit QoS violation detection and reeoy
upstream . . .

received RREQ. PlUs its own transmission on the next hop, the Me&chanism. If a node can no longer meet its QoS commitments
node can calculate the aggregate channel utilizatiopgs. = made to existing flows, the admission control mechanism rell

] L ) L ] ¢ ject or find alternate routes for some of these flows duringithe
Rh (Tor + B“P) : Rl E(T’)h + Bﬁ,psﬁreﬁm ) +dR (.f”h + Bdo%n ) route refresh (by default every 3 seconds). This means thahwa
where Bao.n 1S the link rate which the node will use on the next o 1o te request is received, a node should first deletexsting

hop. This aggregate link utilization of the flow is put intg (6 reservation with the same flow ID, as to prevent double cagraf
check the channel availability and to make the admissiorsitec the bandwidth requested by this f’Iow

If the requirement can be met, the intermediate node redioemsis Refreshing path reservations creates a challenge in pngyid

the RdREQ message. .AISP it insderts a;nhenftlry inf.ﬁ!mN.Taﬁle path stability. A flow should switches paths only when the- cur
recor d'nghsougl“f‘l deS‘t.'?]at'SS an (;D of the hOW;, : |ng’!re£R'e- rent path can no longer meet the flow requirement. Unnegessar
served channcliield with p,,,, and setting the “status” toRe- changes may lead to changes to other existing flows with possi

ggr
questing. If the requirement can not be satisfied, the node discards bly some flows alternating between an admitted and reje S
One crucial aspect is how the source node decides which of mul

the RREQ and does nothing further. Admission control pemémt

in.this phase Is partial,. because the admitting node can aimy tiple possible routes to use (recall that a source node negjves

_taln the mf_ormatlon of its upstream contend_lrlg r_10d(_es. agh multiple route replies). To increase stability, we add a tomrent

it underegtlmates the aggregate channel utilization ditced .by path” flag in the RREQ and RREP packets, and force the source

the flow, it is useful as the first pass to cheaply weed out icerta nodes to reuse a current path if available. Specifically,nthe
source node initiates route refreshing, it sets the "onerurpath”

non-qualified routes.
Upon receiving the.resolutlon request., the intended dmpm . flag to 1. When an intermediate node receives RREQ and it is not
sends back a resolution reply (RREP) if the channel avéitiabi ;e current path it zeros the flag; otherwise, it leavediigeun-
changed. The destination copies the flag from the RREQ imo th

is large enough. Note that multiple copies of RREQ mightvarri
along different paths. To increase the possibility of diering a RREP packet. Upon receiving RREPs, the source node wikttsele
the path with flag 1 over those with O.

qualifying path, the destination sends back a RREP for eapi ¢

of the RREQ. We add the same four fields in the RREP as in RREQ.
At each forwarding node, full admission control is perform&Ve 5. PERFORMANCE ANALYSIS

call it "full” because in this phase the total link utilizati required )

by the flow can be calculated. Each forwarding node calcsildie To evaluate the performance of the admission control mecha-
aggregate utilization over the pre\/ious two hops the San}mﬂjﬂ nism, we simulate several random and controlled wirelesisoad
RREQ phase. Note that the "previous” side in the RREP phase is network topologies. All simulations are conducted on the met-

the "succeeding” side in the "RREQ” phase. Therefore, summi  Work simulator with default parameters. Every node has istra
up the aggregate link utilizations calculated during theERRand mission range of 250m and carrier-sensing range of 550mEIEE
RREP phase, an admitting node can get total channel uidizat 802.11 MAC is used as the MAC layer with channel capacity of
Paggr Of the requesting flowp, . is inserted to (5) to make the ~ 2Mbps. We have implemented the admission control protosel u

admission decision. If it succeeds at a node, the RREP isafoled ing the Uppsala LUNAR implementation.

to the next hop. At the same time, a soft reservation is settiea We measure quality of service in terms of high packet defiver
node. The teserved channgfield of the correspondinglow Ta- rate with low variance. The accuracy of channel availab#isti-

ble entry is updated with, ., and the status becomeRéservet! mation mechanism can be judged by the number and size of flows

When the first data packet of a flow arrives, the node update the @dmitted, while maintaining good quality of service.

status of the corresponding entry tactivated. The "activated e
status means the bandwidth is being actually used. 5.1 QOS Enhancement Throth Admission

When a channel reservation exists at a given node, the egberv Control _
utilization (oresv = paggr) iS NO longer available to other flows and We shqw through sgvgral small controlleq ex.perlmenlts theat t
thus the idle fraction of the channel becomes piocai — preso- QoS routing and admission control results in high qualitysei-

Although a node makes a reservation during the RREP phase, th vice for all admitted flows, in situations where the lack of QoS
route may not be successful due to any of a variety of reasais s~ scheme leads to high packet loss and large delay.

as link failure or the source deciding to use a different edaj. In the first experiment, in the network shown in Fig. 4, flow
Therefore, reservations are maintained as soft state ameteted 1 from node 9 to 16 starts at 10.0s, with bandwidth requir¢émen
when the associated timer expires. Specifically, each éiag- of 380kbps, or link utilization requirement 0.19. 10 secotater,
sociated with three timeout valuesiute-reply timeoytdata-start node 11 starts a flow to node 18 and also requires bandwidth of

timeoutandactivity timeoufThe route reply timeouis used to re- 380kbps. At 30.0s, a third flow is started by node 17, attemgyity
move a entry from thé&low Tableif a node only receives a route  reach node 10 and requiring 450kbps bandwidth. We obseeve th
performance of each of the three flows in terms of throughpdt a



Figure 4: Simulation Network topology

average packet delay varying with time. The simulation ltssure
presented in Fig. 5-6.

Fig. 5(a) shows the throughput of each of the 3 flows for basic
LUNAR (without QoS support). As expected, the graph illatds
that as the simulation progresses and more sources becdives ac
the channel becomes congested. As a result, the throughplit o
the flows shows a significant instability. Fig. 6(a) presehesav-
erage delay of the received packets. Once the channel become
congested, the delays for all the three flows increase gredting
with large variation. Such a high delay experienced by toeived
packets is often unacceptable for real-time applications.

Itis evident that in contrast to the poor performance witf@aoS
support, the proposed QoS routing and admission contr@nseh
enables admitted flows to experience much better servicavdid
congestion, the third flow is rejected due to lack of bandkwidt
Compared to Fig. 5(a), Fig. 5(b) shows that traffic througHpu
each of the admitted flows is nearly constant and matchesrthei
quirement. The delay, shown in Fig. 6(b), is extremely sniddite
that the difference in the scale of the y-axis between Fig) &6d
6(b) is two orders of magnitude. The short packet delay, isens
tent throughput and packet delivery fraction demonstriaég our
scheme can be used to sustain real-time traffic applicatsuch as
video and multimedia.

Next, we conduct a simulation inl@00m x 1000m static net-
work with 20 randomly positioned nodes. Each node attenpts t
establish a CBR connection to a randomly chosen destination
random time. A sample run of the simulation is given in Fig.7

Each vertical line in the figure represents the start of a new, fl
so we can see that only 7 flows have been admitted. However,
the admitted flows achieved a constant throughput arounkb}30
with low variance, matching their requirements. Repetgiof this
randomized experiment showed similar results.

5.2 Benefit of Parallel Transmission
Consideration

To analyze the benefit of the parallel transmission conatiter,
we consider a000m x 1000m static network with 20 randomly
positioned nodes. Every node in the network attempts tdbesta
lish a CBR connection with a randomly chosen destinationl Al
the links have the same bitrate 1.8Mbps. The packet sizetand t

sending rate are randomly chosen between x and y. We compare

the number of admitted flows and the aggregate network throug
put when parallel transmissions are considered and noidsresl.
The experiment has been run 53 times, each with differerttltop

Figure 5: Admission Control vs.
Throughput
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ogy and traffic pattern. Fig 8(a) compares the number of admit Figure 6: Admission Control vs. No Admission Control - Aver-
ted flows for each run of the experiment. Aggregate end-tb-en g€ End-to-End Delay
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Figure 7: In the network with 20 randomly positioned nodes,
only 7 (out of 9) flows are admitted; the 7 admitted flows
achieve their desired throughput

throughput is given in Fig 8(b). In these two figures, perfante

improvement can be seen from two aspects: 1) number of ahitt
flows, and 2) total volume of admitted flows. Out of 53 runs & th
experiment, there are 19 times in which more flows are additte

with parallel transmission consideration. End-to-endtighput is

also improved in these cases. There are in total 31 runs inhwhi

aggregate network throughput is higher with parallel tnaission
consideration. The biggest improvement occurs in the kigint.
When parallel transmission is considered, the aggregatécand
throughput is around 1.8 times of that without parallel sraission
consideration. To understand this scenario, we illustitatenet-
work topology and traffic pattern of the eighth run in Fig 9oW!I

1— > 14— > 13 is the cause of the difference, i.e., it is admitted

only when parallel transmission is considered. Since netés 1
the bottleneck of this flow, we only analyze its resourcelatadity
here. Node 14’s carrier-sensing range is denoted as theddditt
cle. After the first four flows were admitted, the flaw— > 0 and
two hops of the floni2— > 5 occupy48 x 2+ 22 x 2 = 140kbps
bandwidth. The local utilization is thusioca:r = 118;‘500, which is
required by the transmissions within the wholeighbor-carrier-
sensing rangeTherefore p;ocqr iS part of pesn, and the other part
of it comes from outside thearrier-sensing rangewhich we de-
note aspoutcs. The flowss5— > 15, 18— > 3 and one hop of the
flow 11— > 5 are outside node l4&arrier-sensing range They
madepoutes = (180 x 54170 x 2+ 50 x 1) /1800 = 1290/1800
and thuSpcsn = piocal + Poutes = 1430/1800. For node 14,
Pavail = 1 — pesn = 370/1800. If not considering parallel trans-

mission, flowl— > 13 would get rejected at node 14, because

Paggr Of the flow would be285 x 2/1800 = 570/1800, which is

larger tharnp.s». Otherwise, if parallel transmission is considered,

channel availability is checked according to (6), which eaimit
the flow.
We also show that the estimation accounting for parallelstra

mission does not compromise the QoS of admitted flows while al

lowing more traffic into the network. In Fig 10, x-axis is tha-i
provement in aggregate throughput with parallel transiosson-
sideration; the two points corresponding to each valueesepnt the
packet delivery ratios with and without parallel transriaescon-
sideration in the corresponding experiment. In most erpenis,
parallel transmission admitted 50-150kbps more traffihauit a
noticeable reduction in packet delivery ratio. Thus, patdtans-
mission does not admit more traffic at the price of QoS. Itdsin
more traffic into the network because it can better estimeaé-a
able resources.

number of admitted flows

with parallel ransmission consideration EXX3
without parallel transmission consideration 88888888

number of admitted flows
e

0 10 20 30 a0 50

(a) number of admitted flows

aggregate throughput of admitted flows
1100

with parallel transmission consideration EXXX3
without parallel transmission considfration sseseses
1000 -

900 -
800 -
700 -

600 - [t oA

aggregate throughput

500 -

400
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200

(b) aggregate througjnﬁxput of admitted flows

Figure 8: number of admitted flows and aggregate throughput
of admitted flows. 19 experiments show that more flows can
be admitted with parallel transmission consideration; indud-
ing them, 31 experiments show the improvement in aggregate
throughput

put over time. Each vertical line represents the start ofva flmw.

In the first case, the same number of flows are admitted, blashe
admitted flow (from node 2) has larger volume when paraléeidr
mission is considered, which leads to higher aggregatei¢jimaut.

On the contrary, if parallel transmission is not considethd flow
from node 2 will be rejected at 21s and later on at 23s a smaller
flow (from node 9) is admitted. In the second case, one more flow
is admitted with parallel transmission consideration.sTtow has
end-to-end throughput of 160kbps, which means 160kbpsaser

in the aggregate end-to-end throughput. Even though maffectr
has been admitted, there is no evident increase throughpatee.

6. CONCLUSIONS

We have presented an admission control mechanism intelgrate
with ad hoc routing for 802.11 wireless ad hoc networks. It pe
forms bandwidth aware routing which discovers the routisfat
ing the flow bandwidth requirements and admission contratiwvh
determines whether a flow can be admitted. The admissiomatont
algorithm is able to calculate available bandwidth and jotetie
bandwidth consumption of a flow while taking into accountgbiat
transmissions. Simulation results show that integratihgiasion
control into the routing protocol enables the identificatas alter-
nate routes if the shortest path is congested. Admissiomalaan
limit the amount of data traffic in the network to provide Qasg
antees to admitted flows. By exploiting channel reuse, doerse
can admit more traffic while maintaining QoS compared to raech
nisms that do not account for parallel transmissions.

Fig 11 and Fig 12 show two case studies of end-to-end through- 7. REFERENCES
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Figure 11: Case Study 1 - Benefit of Parallel Transmission Con
sideration. The same number of flows are admitted, but not
considering parallel transmission leads to rejecting a biger
flow while admitting a smaller one started later
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Figure 12: Case Study 2 - Benefit of Parallel Transmission Con
sideration. One more flow is admitted with parallel transmis
sion consideration

Figure 9: Example of parallel transmissions, only when corig-
ering overlap due to parallel transmissions, flowl — 14 — 13
can be admitted
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Figure 10: Improvement in aggregate throughput with paral-
lel transmission consideration; in most experiments, parkel
transmission can admit50 — 150kbps more traffic without a
noticeable reduction in PDR.
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