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Abstract. Conventional wireless networks employ a contention baseahreel

access mechanism, which not only imposes high latency batrabtuces good-
put of the network. Lack of interference estimation alduorit over the entire
network results in unpredictable collision, packet losd egtransmissions. Ad-
vances in multicarrier modulation techniques enable usdagsubcarriers into
orthogonal subchannels and treat them separately as iafimmcarriers. While
this provides an increased number of non-interfering canimtelligent utiliza-
tion of the given spectrum is also required. In this papeplat®n for decreas-
ing latency in mesh networks has been proposed by aptlypocating a virtual
cut-through switching technique to route packets in thevagk. To alleviate the
impact of interference on packet reception, we also propdast pair-wise inter-
ference detection scheme, which is used for channel aitocathe cumulative
performance of the proposed protocol shows improvement existing Wi-Fi

based mesh networks that provide a motivating platformditure protocol de-

velopments using this technique.

1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a rtigarrier modulation
scheme that has the ability to transmit data in closely spauétiple carriers that do not
interfere with each other. Using OFDM as the basic technglogthogonal Frequency
Division Multiple Access (OFDMA) has been developed as athuder channel ac-
cess mechanism that combines a subset of the availablersebs@nto a subchannel,
which then can be used for multiple access techniques. Qutrad subchannels can be
utilized for simultaneous transmission and reception lyyraode equipped with two an-
tennas, one for transmission and the other for receptiavjged the transmission and
reception subchannels do not overlap. Such an approachirés the latency of each
packet, and thus motivates the investigation of intellig@tocation of subchannels to
nodes for simultaneous transmission and reception.

This paper focuses on utilization of OFDMA for concurremrismission and re-
ception such that each node in a wireless network has a pydperelay packets “on
the fly” while it is still receiving a part of the packet. To efently relay packets to
non-interfering subchannels, we propose a centralizedraiallocation mechanism,
which utilizes the information of link and possible intedace. The link information
is gathered by transmitting a known training sequence. fiterference information
is also generated by scheduling two transmissions at the siame, and detecting the



actual interference. Then, this link and interferencerimfation is converted to an edge-
coloring problem of graph theory, where only chosen routecansidered for channel
assignment.

We evaluate our protocol through simulations and experimgh a varied set of
topologies to show improvementin various parameters. @@ @mopose a FPGA based
prototype hardware platform which is capable of relayingiqeds from one subchannel
to another. Our evaluation suggests that with correct tieteof possible interferencein
the network and proper utilization of this information fdramnel allocation algorithms
leads to encouraging performance enhancements for wsrets/orks.

2 Redated Work

Inter-nodal processing delay plays an important role irigheining the overall perfor-
mance of the network. Researchers have made constansdéiateécrease this latency
to improve the network throughput. Ram Ramanathian [1] pepto bypass the inad-
equacies of the conventional IP stack to support WirelesshNNetworks by using vir-
tual cut-through circuit switching thus reducing the oweati of four-way handshaking.
Mctasney et all[Z,3] introduce wireless wormhole swit¢hio minimize the process-
ing delay in each node by aptly incorporating the idea ofuartchannels in flit-based
wormhole switching techniques! [4] in multi-computer netiwg Our proposed proto-
col has lower latency than abovementioned methods, and wpa@ them in more
details ing3.2.

To efficiently utilize the potential of wireless virtual etiirough switching, we
need to define resource allocation mechanisms. RamangEjgmoposes to unify the
scheme of channel assignment in varied architectures igenaralized graph color-
ing method, which we utilize to assign subchannels to theyrebdes in our network.
However, these techniques are developed for platforms ayodlde of simultaneous
transmission and reception as a relay.

Interference in the wireless medium is a key contributordoket loss, higher la-
tency, retransmissions and control overheads. For a pahetitual cut-through switch-
ing without any MAC layer acknowledgment, we need good krealgk of the source of
interference. Most of the previous work in this domain | [6is8based on interference
estimation rather than actual measurement. In this papeprapose to measure and
detect the possible interference before channel assignmkith enhances the overall
performance of the network.

3 WiredessVirtual Cut-Through Switching

3.1 Physical Layer Architecture

Utilizing the OFDMA technique, a node is expected to simutausly transmit data
packets generated at its own application layer, receiva patkets that are destined
to its application layer and also forward or relay data pegck®m one subchannel to
another. To perform these tasks simultaneously, a nodeuipged with two antennas,
one for transmission and another for reception. The nodrligireceives the signal



from the receiver antenna, performs Fast Fourier Trans{é#T) to convert the time
domain signal to frequency domain. The signal is then paizedigh the equalizer
block to compensate for any phase or amplitude errors intred as it passes through
the channel. Next, the signal is passed through the chawnitehsblock, which is set
by the channel assignment algorithm to switch the frequémeydifferent subchannel.
Finally, the signal is converted back to time domain by thestee Fast Fourier Trans-
form (IFFT) block and transmitted by the transmitter anterifithe relaying node has
packets to transmit, it has to be fed into the IFFT block attimae time as the switched,
relayed signal, but at a different subchannel. Howevehngfdhannel switch block does
not know the number of the subchannel to relay, then the cetenjplacket is received,
decoded and forwarded to MAC layer of the relaying node.

3.2 Comparison with Concurrent Technologies

Figure[l shows approximate latency incurred in four systéBE 802.11, flit-based
relay, Time Division Multiplexing(TDMA) and virtual cutdrough switching. It has
to be noted, that IEEE 802.11 has a half duplex radio, andese tils no overlapping
transmissions. Also, there is significant amount of gap ifwben the packets due to
back-off algorithms. When we move from IEEE 802.11 to flisbd systems, which
has a full-duplex radio, we have to divide the whole bandkvidto three to overlap
the transmissions for all the three hops. Hence, the trazssom time of any packet is
increased three times.Tfis the time required to transmit a packet using full bandiyidt
then the time required to transmit the same packet in omd-tiiithe bandwidth iST'.
The processing delay is added in each of the flits, which asze as we opt for smaller
flit size. Time Division Multiple Access can be utilized to mmnize the flit overhead,
where the whole packet is transmitted all at once, usingahgptete bandwidth, but the
transmissions shall not overlap in time, which will causeiiference. The virtual cut
through switching utilizes partial bandwidth for transsii in each hop and switches
to a different part of the bandwidth in the next hop. It has dveaitage of transmitting
a complete packet all together, and hence the processiay idehcorporated once in
the packet. The latency clearly shows that using wirelagsalicut-through switching,
a packet is transferred to destination in minimum time.

There are a few assumptions in the physical layer, which vpeeithat with ad-
vancement of research and technologies, will be feasilileeinear future. Our primary
assumption is that all the nodes are time synchronized wgfeaision of less than a
microsecond, such that all the OFDM symbols at any receiverlap in time. We only
consider co-channel interference, and no adjacent-chamederence, which may oc-
cur at the relay due to close spacing of the transmitting andiving subcarriers. Re-
search on various interference cancellation techniquedidmay lead to reduction of
co-channel interference in our cut-through switching.

4 Recever and Interference Detection at Physical Layer

4.1 Challengesof Interference Detection

The existing wireless networks aim to minimize interfereaaid thus collision by ei-
ther transmitting control packets like RTS and CTS and tkaenving the transmission
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medium, or by sensing the channel. We show that none of teebaifjues are appro-
priate for proper estimation of interference in the wirslehannel. Figurd]2 shows a
simple network of five nodes. Consider that there is an orggo@mmunication from
node N4 to node N3. If we consider that nodes N3 and N4 havetia¢gghtransmissions
by RTS and CTS mechanism, then all nodes in the area withitrdnemission range
of node N3 and N4, are aware of the communication and will resigmit until the
transmission from node N4 to N3 ends. Node N2 is howeverl#édb transmit since
it has not received any RTS or CTS. But, the interferenceeafigiode N2 (shown by
densely dotted circle), is much more than its transmissimge. So, if it starts trans-
mission, transmission of N2 will interfere with receptiamade N3, since N3 is within
the interference range of node N2. If node N2 uses carriegisgmechanism, where
the carrier sensing range equals the interference rang&jlN&ill not be able to sense
the signal from node N4, which is outside the interferencgesof N2. If the sensing
range of N2 is extended to include node N4, shown in loosetjedcircle, N2 will
actually sense the signal transmitted from node N4 and veiit t@ avoid interference.
However, if the transmission from node N4 is not meant forenN@, but for node N5,
then there will be no interference at node N5. But, incregasie sensing range will
lead to unnecessary backoff and underutilization of theless media.

4.2 Link Detection

In this section, we propose a link detection scheme, whialtilized later in routing and
channel assignment. The link detection scheme is similanyo“hello-packet” trans-
mission scheme to detect the reception; but instead ofrtrifitsg packets, we transmit
a series of known sequences of duration of one OFDM symbda.syimbol duration,
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denoted byS, is 4us in IEEE 802.11a [[11], and hence the overhead of link detactio
is extremely low compared to packet transmission techsigie utilize the existence
of time synchronized network to schedule each node’s traassom in each time slot of
duration of one OFDM symbol. All other nodes except for ttemsmitter waits in re-
ceive mode and if the sequence is received correctly, the rexxbgnizes the existence
of the linkl; ;, where node; is the transmitter and node; is the receiver. However,
for precise estimation of existing links, this procedure tabe done repeatedly fof
times, X > 1. This procedure has to be performed periodically in a mobileron-
ment to gather the neighborhood information. However, ¢ toebe noted that the link
detection scheme considers asymmetric links, and g i a valid link, that does not
necessarily meat ; is also a valid link in the network.

4.3 Interference Detection

In this section, we propose an interference detection sehermich is utilized in the
channel assignment algorithm to allocate interferenee-Bubchannels to flows for
routing packets. We exploit the existence of time synchosnwdes to schedule a pair
of nodes to transmit at each time slot. As describeldih 4.2useeknown sequences
of OFDM symbol duration to be transmitted by the transmittédl other nodes wait
in receiving mode to receive the sequence. A receiver capdsgibly receive the se-
quence without any interference, (b) may receive a garbtgthkdue to interference,
or (c) may not receive any signal at all. We consider that enfttst case, one of the
transmitters is close enough to the receiver such that tkare interference from the
other one and the link information already exists from tiné& lletection phase. In the
second scenario, there exists an interference, and theeeoeden, recognizes the
interferencent f; ; ., which indicates that when nodes andn; transmit at the same
time in same channel, they interfere at nagleIn the last scenario, the transmitters are
far away and do not interfere at nodg. To eliminate any false detection, this proce-
dure has to be done repeatediytimes, X > 1. This procedure has to be performed
periodically in a mobile environment to gather the neighioad information.



4.4 Overhead

In this section, we discuss the overhead incurred in thedetiection and interference
detection scheme proposed in sectibn$ 4.2[andd 4.3. Thetimlto detect all links

in a network of N nodes is given byN x X x S). The total time increases linearly
as the number of nodes in the network increases. The totaltbndetect all possible

interference in a network oV nodes is given b % x X x S| us. The total

time increases as a square of the nodes as the number of nabdesietwork increases.
In a 100 node scenario with = 2, link detection and interference detection times
are 0.8ms and 40ms, respectively. But with approximate knowledge of geogiaph
location, we can simultaneously scheduling multiple pairgransmitters that are far
away to essentially reduce the overhead.

5 Interference-Aware Channel Assignment

In this section, we propose the centralized channel assghaigorithm which takes
advantage of the knowledge of existing link and interfeeeimformation, and incor-
porates that into an edge coloring problem to allocate sareéls to links. Firstly, we
assign subchannels to the links only where there is a ptigsibi packet exchange.
We consider that the flows are predefined and we choose a shpatth from source
to destination for each flow. So, the links that appear in thee are the only possible
sites for packet exchange. By restricting the subchansajmsent only to the routes,
we minimize the degree of complexity of the channel assigiimeoblem. We also
enhance the spectrum utilization by not assigning subaanm any unused links.

Let us consider thalV is the set of all nodes in the network, angd denotes the
i-th node in the networkL is the set of all valid linkd, , in the network, wheré; ,
denotes a link from node; to n,.. In other words, if node:; transmits, then node,.
receives the packet correctly in absence of any interferdncs the set of all links that
is a part of any route defined by the shortest path routingcelag® C L. I is the set
of interference, consisting oht f:, +, -, which indicates that when nodes, andn;,
transmit at the same time, then the signals interfere atddesm,.

Vertex Selection for Graph Coloring Problem We are interested in assigning sub-
channels to the links in the s&t Hence, we choose all the links. € R as the vertices
in graph coloring problem. If a link has multiple occurreade the setR, we incorpo-
rate all the occurrences as different vertices of the grijgimce, the total number of
vertices in the graph equdlB)|.

Edge Selection for Graph Coloring Problem After selecting the vertices, we connect
them with edges only where the vertices in the graph cannassigned the same color,
orin other words, the links in the network cannot be assighedame subchannel. With
this notion in mind, we incorporate three procedures foreddglusion.

Common Node - Select an edge between the verties, andl;, ., if there exists
a common transmitter or receiver in between these two lihkis ensures that a relay



node does not transmit and receive in the same subchannalitbiaterference at its
reception. By assigning an edge between common transsfterexamplel;, ., and

li, r,) We ensure that separate subchannels are assigned toitfatendflows handled

by the same node,. Due to similar reasons, we assign an edge between common re-
ceivers. Mathematically, an edge is chosen if,

ity rys lin s € R[IF (04, =my,) OF (g, = npy) OF (R, = M4,) OF (R, =nypy)]. The
algorithm for this procedure is shown in libk 6 of algorithin 1

Link - If there exists a link between a transmitter and a receivéré chosen routes,
then they cannot be allocated the same subchannel, as tisenission from the trans-
mitter will interfere with the reception at the receiveri3tdea is incorporated to select
another set of edges for the graph coloring problem. Mattieaily, an edge is chosen
if, Vit ooy bty e € R (lgy .y € L) OF (Ity.r, € L)]. The algorithm for this procedure
is shown in lind® of algorithrfl 1.

Interference - Finally, we incorporate the edges between interferingdir-rom
sectioZB, we are aware of the interference sites, anddlrgenerated sét of in-
terference. Hence, we examine all the links in theRéh pairs, and choose an edge,
if there exists an interference at any one of the two receiwdren both the transmit-
ters in the paired link transmit at the same time. Matheralijican edge is chosen fif,
ity ryslinrs € R[IF (intfiy ty.r € 1) OF (int fi, 15,0, € I)]. The algorithm for this
procedure is shown in lifedL 2 of algoritHih 1.

Algorithm 1 Selecting Edges to Generate Graph

1: for al I3, ,», € Rdo
2. foralll,,., € Rdo
3 if lt] = ltg,r'g then
4: continue;
5: end if
6: ift1:tQOl'tl:7‘20|'7“1:t20r7‘1:7‘2then
7 Add Edge betweeh, -, andl, r,
8: end if
9: iflt,,r, € LOrl, € Lthen
10: Add Edge betweeh, ., andi;,
11: end if
12: if int fi, 10,0 € IOrint fi, 1,,r, € I then
13: Add Edge betweeh, ., andi;,
14: end if
15:  endfor
16: end for

Graph Coloring Once the vertices and edges are selected for graph colaoibéem,
we use Progressive Minimum Neighbors First (PMNF) algonitfg] to color the ver-
tices of the graph. The graph coloring results in assignmé&nblors to the vertices
in the graph, or assignment of subchannels to the links. dta tumber of subchan-
nels required equals the total number of colors requireddtoring. So, we divide the



complete bandwidth o048 subcarriers by the number of subchannels required to get
the width of each subchannel.48 is not divisible by the number of subchannels, (for
examplel0), we utilize subcarriers upto the multiple of number of dudntnels less
than the total number of subcarriers (in this c48f Although the bandwidth remains
partially unutilized, we argue that this is required forrfallocation of bandwidth per
flow.

6 Hardwarelmplementation

To demonstrate the proposed physical layer routing we impiged a prototype using
a software defined radio platform. The SDR involves an OFDivisceiver, the design
and implementation of which has been detailed linl [12, 13k Platform is capable
of transmitting and receiving generic 802.11a/g packetdegsribed in physical layer
specification [[14]. The OFDM transceiver components camsia custom radio front-
end responsible for up/down conversion to/from BwG H z ISM band and a Xilinx
ExtremeDSP development kit IV manufactured from Nallafemntaining Virtex-IV
FPGA.

The OFDM receiver has been customized to be able to decodeftitmation bits
from a certain set of subcarriers, called subchannels. Tkertfze transmission fre-
quency agile, the0M H z channel is split into two subchannels, subchaatlhas
subcarriers-26 to —1 and subchanne#2 has subcarrier$ to 26. This type of full
duplex transceiver requires the use of two sets of radia-feods. Using the receiver
and the transmitter as a pipeline with negligible turnarbtime between the receive
and transmit mode, latency in multihop mesh networks canidréfieantly reduced.
The pipeline is used to switch incoming packets on-the-fip@mother subchannel.

The spectrum of the incoming signal and the operation of itk is shown in
Fig[d. The top figure shows the incoming signal having datallsubcarriers. The sec-
ond one shows that only information contained in subchag2chas been separated
and equalized. This signal is fed to the frequency switch switiched over to sub-
channel#1 as shown in the third figure, followed by transmission by ta@s$mitter
front-end.

7 Performance Evaluation

To evaluate the performance of the proposed protocol, wemeed simulations us-
ing QualNet [15] network simulator and compared the perfomog with conventional
IEEE 802.11a based MAC protocol. Our protocol is referredgdrelay’, while IEEE
802.11a based MAC protocol is refereed to as ‘802.11’ thnougthe rest of the sec-
tion. We implemented an OFDMA based transceiver in Quald®trating aR. 4G H z.
The link detection and interference detection has also meplemented withX = 10,
such thatl0 OFDM symbols were used to transmit and detect any link orfietence.
In order to make the simulation similar to the hardware urtsrelopmentl[12, 13],
we incorporated the processing delay at three stagégaa3mission Delay equals to
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11us, b) Delay at Relay equals tol8us, and c)Reception Delay equals tol5us,. Ta-
bled shows the parameters used for simulation. We evalbaterotocol in random
scenarios, varying the number of flows, and varying the nurabeodes.

Table 1. Simulation Parameters

Seeds 10

Packet Size 1024bytes
Simulation Time 120secs
Pathloss Model Two-Ray
Application Layer CBR
Transport Layer UDP
Mobility None
Topology Random
CBR Packet Injection Intervad15us

Per for mance Evaluation with Increasing Number of Flows We increment the num-
ber of flows and evaluate the performance of our protocolhaws in figurd3. Aver-
age throughput and PDR decreases, while end-to-end del@aises, as the number of
flows increase in the network. This is due to more number ofikaneous transmis-
sion being scheduled at the same time to accommodate theasing number of flows.
In all the cases, ‘relay’ performs better than ‘802.11".&lsve observe that the jitter
shown in performance is much more noticeable in ‘802.11ntingrelay’. The aggre-
gate throughput of the network also improves up to 1.83 timé&lay’ over ‘802.11".

Per for mance Evaluation with Increasing Number of Nodes We increment the num-
ber of nodes, keeping the node density constant and evahmfgerformance of the
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proposed protocol as shown in figlile 5. Average throughpdliPR decreases, while
end-to-end delay increases, as the number of nodes indredise network. As the
number of nodes increases, with node density being constentotal area also in-
creases, which indicates that the average hops for randeroesdestination pairs also
increases. With increasing number of hops, performanaeéses due to more number
of simultaneous communications in both ‘802.11’ and ‘rél&y all the cases, ‘relay’
performs better than ‘802.11". Also, we observe that ttierjshown in performance is
morein ‘802.11'thanin ‘relay’. The aggregate throughpfihe network also improves
up to 2.93 times in ‘relay’ over ‘802.11'. The performancepitovement is dependent
on the topology, node density, number of flows and many otpalogical parameters,
but on an average in most of the cases, we observe a two-fpidirement in overall
performance of the network.
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8 Conclusion

In this paper, we investigate the challenges of interfezathetection in wireless net-
works and propose a solution for this. We also incorporasedétection information in
a centralized channel assignment algorithm, that collbetsnformation from all the
nodes and processes the information centrally. Althougtirmork remains to be done,
this paper shows the potential of effective interferendea®n scheme and its use in
channel assignment in virtual cut-through switching basgieless networks. The per-
formance is improved with respect to increased averageugfimout, packet delivery
ratio and end-to-end delay. The aggregate throughput ofi¢iheork increases up to
three times compared to the conventional IEEE 802.11 bag&d ptotocol. Based on
our overall evaluation, we believe that the virtual cutstigh switching based physical
layer can offer significant performance improvements ireleiss multinop networks.
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