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Problem 3.1.6

Thejoint PMF of X and N is Py x (n,x) = P[N = n, X = x|, which is the probability that N = n
and X = x. This means that both events must be satisfied. The approach we use is similar to that
used in finding the Pascal PMF in Example 2.15. Since X can take on only the two values 0 and 1,
let's consider each in turn. When X = 0 that means that a rejection occurred on the last test and that
the other n— 1 rejections must have occurred in the previousr — 1 tests. Thus,

Aux(n0) = (1 71) @ P et
When X = 1 the last test was acceptable and therefore we know that the N = n < r — 1 tails must
have occurred in the previousr — 1 tests. In this case,

-1
Axiny = (" ) a-prp it -0
We can combine these cases into a single complete expression for the joint PMF.

(CHA-—p"pP " x=0n=12...r
Pnxn =< (" HA-p"pP" x=1n=01,...,r—1
0 otherwise

Problem 3.1.7

Each circuit test produces an acceptable circuit with probability p. Let N denote the number of
rejected circuitsthat occur inr testsand X isthe number of acceptable circuits before thefirst reject.
Thejoint PMF, Py x (n,x) = P[N = n,X = x| can be found by realizing that {N = n, X = x} occurs
if and only if the following events occur:

A Thefirst x tests must be acceptable.
B Testx+ 1 must bearejection since otherwisewewould havex+ 1 acceptable at the beginnning.

C Theremaining r — x — 1 tests must contain n— 1 rejections.
Sincethe events A, B and C are independent, the joint PMF for x+n<r,x>0andn > 0is
r-x—1 1 eyl (n—
X (1_p)( )(1—[))” 1pr x—1—(n—-1)
N——

N no1
PIA P[]

PN,X (n, X) =

P[C]
After smplifying, acomplete expression for the joint PMF is

r—X—1\ r—n n
[ ()P "2 -p)" x+n<rx>0n>0
Fux (1) { 0 otherwise



Problem 3.2.5
Nis
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Problem 3.3.5
Y
The x,y pairs with nonzero probability are shown in the R
figure at right. From the figure, we observe that for w = e s s s o s e ./
0,1,--- .,10, ® o o o o oo & o o o
W e © & o o o o o o o
PIW > w] = P[min(X,Y) > w] D
:P[X>VV,Y>W] e e 0 00 0600 0 o
— 0.01(10— w)? DD
< T > X
v w

To find the PMF of W, we observethat forw=1,...,10,

Ry (W) = PW >w— 1] — P[W > w]
—0.01[(10- w12 (10~ w)?
— 0.01(21 - 2w)

The complete expression for the PMF of W is

RN<W):{ 0.01(21—2w) w=12,...,10

0 otherwise

Problem 3.4.8
For this problem, calculating the marginal PMF of K is not easy. However, the margina PMF

of Niseasy tofind. Forn=1,2,...,

1-p"*'p _ (1—p)p



That is, N has ageometric PMF. From Appendix A, we note that

EN =5 ValN =P
We can use these facts to find the second moment of N.
2 _
EN?] = Var[N] + (EIN)? = 22

Now we can cal culate the moments of K.

E[K] _ z z k(l p)n l i nflp % "

n—1K=1 K=1
Sinceyp_;k=n(n+1)/2,
> n+1 _ N+1 1 1
E[K] = ——ﬂfm“%=q__i:_ 2
n; 2 2 2p 2
We now can calcul ate the sum of the moments.
3 1
EIN+ K| = E|N]+ E|K — =
IN+K]=EINJ+EK] = 5+ 5

The second moment of K is

< % (1= p)”*lp _ i (1-p"'p i 2
=1k =1 n K1
Using theidentity S2_; k? = n(n+1)(2n+ 1) /6, we obtain
2 (n+1)(2n+1 _ N-+1)(2N+1
i) - 5 IEUE D g gy [N
n=1

Applying the values of E[N] and E [Nz} found above, we find that
EN] EN 1 2 1 1

21 _ -__c
E[K]_—3 t— = 3p2+6p+6
Thus, we can calculate the variance of K.
5 1 5
_ 21 2_ 2 4.2

To find the correlation of N and K,

© n _ n—-1 ©
E[NK] = zlkzlnkw =5 - PPy k

Sinceyp_ k=n(n+1)/2,

< n(n+1) 1 N(N+1)] 1
E[NK] = (1-p"ip= E[ - =
nZl 2 2 p2
Finally, the covarianceis
1 1
Cov[N,K] = E|NK]— E[NJE[K] = 2—pz _ 2_p



Problem 3.5.1
The event A occursiff X > 5andY > 5 and has probability

10 10
P[A|=P[X >5)Y > 5| = 22001 0.25
X=6y=6

From Theorem 3.11,

PX‘Y(X7y) _ N/ —
xy) € A 004 x=6,...,10;y=86,...,20
Pevia(Xy) = P (V) = , y
0 otherwise 0 otherwise

Problem 3.6.7
Thekey to solving thisproblemisto find thejoint PMF of M and N. Notethat N > M. Forn>m,
the joint event {M = m,N = n} has probability

m—1 n-m-—1
cals cals

P[M =m,N =n| = P[dd---dvdd---dV]
=(1-p™*p(l-p)" ™ tp
=(1-p)"?p?

A complete expression for the joint PMF of M and N is

_ (17p)n_2p2 m:1727"'7n*1;n:m‘|‘1,m+2,...
PM’N<m’n){ 0 otherwise

Forn=2,3,..., the marginal PMF of N satisfies

n—1

Pv(n) =Y (1-p"%p°=(n-1)(1-p)" ?p?

m=1

Similarly, form=1,2,..., the marginal PMF of M satisfies

n 2 2
2[(1 ™ (1) ]
:(1fp)’“‘1p

The compl ete expressions for the marginal PMF s are

[ A-p™ip m=12...
PM(m)_{ 0 otherwise

[ (n-1H(1-p)"2%p?> n=23,...
PN(n)_{ 0 otherwise



Not surprisingly, if we view each voice call as a successful Bernoulli trial, M has a geometric PMF
sinceit isthe number of trials up to and including the first success. Also, N has a Pascal PMF since
it isthe number of trials required to see 2 successes. The conditional PMF's are now easy to find.

Puw,n (M,n) 1-p)"™1lp n=m+1m+2,...
P (M) = 1o otherwise

Pv (M)

The interpretation of the conditional PMF of N given M isthat given M = m, N = m+ N’ where N/
has a geometric PMF with mean 1/p. The conditional PMF of M given N is

~ Pun(mn) [ 1/(n—1) m=1...,n-1
P (min) = P 1 0 otherwise

Given that call N = n was the second voice call, the first voice call is equally likely to occur in any

of the previousn— 1 calls.

Problem 3.6.8

(@ The number of buses, N, must be greater than zero. Also, the number of minutes that pass
cannot be less than the number of buses. Thus, P[N = n, T =t] > 0 for integersn,t satisfying
1<n<t.

(b) First, wefind thejoint PMF of N and T by carefully considering the possible sample paths. In
particular, Py 1 (n,t) = P[ABC] = P[A]P[B]|P[C] wherethe events A, B and C are
A= {n—1busesarriveinthefirstt — 1 minutes}
B = {none of thefirst n— 1 buses are boarded}
C={attimet abusarrives and is boarded}

These events are independent since each trial to board a busisindependent of when the buses
arrive. These events have probabilities

P = (1) a0
PlB] = (1"
PIC] = pq

Consequently, thejoint PMFof Nand T is

()Pt a-pt" (-9 tpg n>1t>n
Aur () _{ 0 otherwise

(c) Itispossibletofindthemarginal PMF sby summing thejoint PMF. However, itismuch easier
to obtain the marginal PMFs by consideration of the experiment. Specifically, when a bus
arrives, itisboarded with probability g. Moreover, the experiment endswhen abusisboarded.
By viewing whether each arriving bus is boarded as an independent trial, N is the number of
trials until the first success. Thus, N has the geometric PMF

[ 1-g™lg n=12...
A ) { 0 otherwise



TofindthePMF of T, supposeweregard each minuteasan independent trial in which asuccess
occursif abusarrives and that busisboarded. In this case, the success probability ispgand T
isthe number of minutesup to and including thefirst success. ThePMF of T isalso geometric.

_ [ 1-pgttpg t=12,...
Prt)= { 0 otherwise

(d) Once we have the margina PMFs, the conditional PMFs are easy to find.

t-1 1\l 1_p )\t (D)
Pyt (Nlt) = Rurnt ) (B50) (&8) n=12,....t
Pr (V) 0 otherwise

Thatis, givenyoudepart attimeT =t, thenumber of busesthat arriveduring minutes1,... ,t—
1 hasabinomia PMF sincein each minute abusarriveswith probability p. Similarly, the con-
ditional PMF of T givenN is

Pur(nt)  f ((D)p"@-pt" t=nn+1,...
Pu(n) 1O otherwise

This result can be explained. Given that you board bus N = n, thetime T when you leaveis
thetimefor n busesto arrive. If we view each bus arrival as a success of an independent trial,
the time for n buses to arrive has the above Pascal PMF.

Prin (t[n) =

Problem 3.6.9

what type of call (if any) that arrived in any 1 millisecond period, it will be apparent that afax call
arriveswith probability a = pgr or no fax arriveswith probability 1 — a. That is, whether afax mes-
sage arrives each millisecond isaBernoulli trial with success probability a. Thus, thetime required
for the first success has the geometric PMF

[ 1-o)ta t=12,...
Pr(® _{ 0 otherwise

Notethat N isthe number of trials required to observe 100 successes. Moreover, the number of trials
needed to observe 100 successesis N = T + N’ where N’ is the number of trials needed to observe
successes 2 through 100. Since N’ isjust the number of trials needed to observe 99 successes, it has
the Pascal PMF

n—1) 498 n—98
= ] (eg)a®(1—a)™%® n=99,100,...
() { 0 otherwise

Sincethetrials needed to generate successes 2 though 100 areindependent of thetrialsthat yield the
first success, N’ and T are independent. Hence

Pyt (Nt) = Pyt (n—tjt) =Py (n— 1)
Applying the PMF of N’ found above, we have

n—-1) .98 n—t—98
a*(1—a n=99+1t,100+t,...
PN\T (n‘t) = { (()98 ) ( ) otherwise



Finally thejoint PMFof Nand T is

Pn,t (n,t) = Pyr (nt) Pr(t)

(" Ha®(l-a)®a t=1,2,...;n=99+1,100+t,...

10 otherwise
This solution can also be found a consideration of the sample sequence of Bernoulli trialsin which
we either observe or do not observe afax message. To find the conditional PMF Pry (t[n), we first
must recognize that N is simply the number of trials needed to observe 100 successes and thus has
the Pascal PMF

n—1\ 100 n—100
_f (ge)a™®(@—a) n=100,101,...
) { 0 otherwise

Hence the conditional PMFis

PN,
Prin (t[n) = —2 o T I

Problem 3.7.8
The key to this problem is understanding that “Factory Q” and “Factory R” are synonyms for

M = 60 and M = 180. Similarly, “small”, “medium”, and “large” orders correspond to the events
B=1,B=2andB=3.

(a) Thefollowing table given in the problem statement

Factory Q Factory R

small order 0.3 0.2
medium order 0.1 0.2
large order 0.1 0.1

can be trandated into the following joint PMF for B and M.

Pem(b,m) | m=60 m=180
b=1 0.3 0.2
b=2 0.1 0.2
b=3 01 0.1

(b) Beforewefind E[B], it will provehelpful for theremainder of the problem to find thhe marginal
PMFs Pg (b) and Py (m). These can be found from the row and column sums of the table of

the joint PMF
Psm(b,m) | m=60 | m=180 || Ps(b)
b=1 0.3 0.2 0.5
b=2 0.1 0.2 0.3
b=3 0.1 0.1 0.2
|[Pu(m) | 05 | 05 | |

The expected number of boxesis
E[B] = %bPB (b) =1(0.5)+2(0.3) +3(0.2) = 1.7



(c) From the marginad PMF of B, we know that Ps (2) = 0.3. The conditional PMF of M given

B=2is
1/3 m=60
Psm(2,m
PMB(m|2):%: 2/3 m=180
B 0 otherwise

(d) The conditional expectation of M givenB=2is
EMB=2] = Z mMPy g (M|2) = 60(1/3) + 180(2/3) = 140
m
(e) From the marginal PMFswe calculated in the table of part (b), we can concludethat B and M
are not independent. since Pg v (1,60) # Ps (1) Py (m) 60.

(f) Intermsof M and B, the cost (in cents) of sending a shipment isC = BM. The expected value

of Cis
E[C] = ¥ bmPyyy (b.m)
b,m
= 1(60)(0.3) +2(60)(0.1) + 3(60)(0.1)
+1(180)(0.2) +2(180)(0.2) + 3(180)(0.1) = 210
Problem 3.8.5
is added to the jackpot,
N;
Ji,]_ = Ji + E

GivenJ, = j, N; hasaPoisson distributionwithmean j. sothat E[N;|J, = j] = j andthat Var [N;|J, = j] =
j- Thisimplies

E[N?[3 = j] = Var[Ni|J = j]+ (EINi| % = j])> = ]+ J°
In terms of the conditional expectations given J;, these facts can be written as
ENIJI=3  E[NJ] =3+

This permits usto evaluate the moments of J;_; in terms of the moments of J;. Specifically,

1 Js 3J
E[Ji-1|3] = E[J|3] + EE[Ni‘Ji] =J +§' = 7'
Thisimplies
3
£ 1] = SER

We can use thisthe calculate E[J] for all i. Sincethejackpot startsat 1 million dollars, Js = 10° and
E[Je] = 10°. Thisimplies

E[J] = (3/2)%'10°

8



Now we will find the second moment E[J2]. Since J2 ; = J? + N;J, 4+ N?/4, we have

E[J321]3] = E[J|3] + ENJ|I]+E[N?3] /4
=X+ IENI]+ (J+3F)/4
= (3/2)%9 +3/4

By taking the expectation over J;, we have
E[3 4] = (3/2)°E[J] +E[J]/4

Thisrecursion allows usto calculate E [J?] fori = 6,5, ... ,0. Since Js = 10°, E[JZ] = 102, From
the recursion, we obtain

E[J2] = (3/2)°E[J]] + E[J]/4 = (3/2)?10" + %1106

E[%] = (3/2)°E[%] + E[J]/4 = (3/2)*10% + % (3/2)%+(3/2)]10°
E[J] = (3/2)°E[%] + E[L] /4 = (3/2)°10% + % ((3/2)*+(3/2)°+ (3/2)%]10°
The same recursion will also allow usto show that
E[3] = (3/2)%102 + % (3/2)°+ (3/2)° + (3/2)* + (3/2)°| 10°
E[¥%] = (3/2)°1012 + % ((3/2)°+(3/2)" +(3/2°+(3/2)° + (3/2)*|10°
E[%] = (3/2)*10" + % [(3/2)10 +(3/2°+--+ (3/2)5] 10°
Finally, day Oisthe sameasany other day inthat J = Jo+No/2 whereN, isaPoisson random variable

with mean Jy. By the same argument that we used to develop recursionsfor E[J;] and E [J,z] ,wecan
show

E[J] = (3/2)E[J] = (3/2)710° ~ 17 x 10°
and
E[9%] = (3/2)%E[35] +E[J]/4
= (3/2)10" + % [(3/2% +(3/2)" +---+(3/2)°]10°

~ 324102+ 2 (3728 (3/2)7 - 1
Finally, the variance of Jis
6
VarlJ] - E[?) - (1) - 2 (3/2)(3/2 ~ 1

Sincethevarianceishardtointerpret, wenotethat the standard deviation of Jiso; ~ 9572. Although
the expected jackpot grows rapidly, the standard deviation of the jackpot is fairly small.

9



Problem 3.8.6
(@) Thesamplespaceis

S(,Y,Z - {(X,y,Z)‘X—Fy—}-Z: 53X > anZ 0722 O:X- Y Zinteger}

(0,0,5), )
(0,1,4), (1,0,4),
~J(0,2,3), (1,1.,3), (2.0,3),
- 1(0,3,2), (1,2,2), (2,1,2), (3,0,2),
(0,4,1), (1,3,1), (2,2,1), (3,1,1), (4,0,1),
(0,5,0), (1,4,0), (2,3,0), (3,2,0), (4,1,0), (50,0)

(b) Aswe seeinthe above list of elements of Sy vz, just writing down all the elementsis not so
easy. Similarly, representing the joint PMF is usually not very straightforward. Here are the
probabilitiesin alist.

(Xa Y, Z) I:)X,Y,Z (Xa Y, Z) I:)X,Y,Z (Xv Y, Z) (deCI mal)

(0,0,5) (1/6)° 1.29x 1074
(0,1,4) 5(1/2)(1/6)* 1.93x 1073
(1,0,4) 5(1/3)(1/6)* 1.29x 1073
(0,2,3)  10(1/2)%(1/6)3 1.16 x 1072
(1,1,3) 20(1/3)(1/2)(1/6)3 1.54x 1072
(2,0,3)  10(1/3)%(1/6)3 5.14x 1073
(0,3,2) 10(1/2)3(1/6)? 3.47x 1072
(1,2,2) 30(1/3)(1/2)(1/6)? 6.94 x 1072
(2,1,2) 30(1/3)2(1/2)(1/6)? 4.63x 1072
(3,0,2) 10(1/2)3(1/6)? 1.03x 1072
(0,4,1) 5(1/2)*(1/6) 5.21x 1072
(1,3,1) 20(1/3)(1/2)3(1/6) 1.39x 1071
(2,2,1) 30(1/3)%(1/2)%(1/6) 1.39x 107!
(3,1,1) 20(1/3)3(1/2)(1/6) 6.17 x 1072
(4,0,1) 5(1/3)*(1/6) 1.03x 1072
(0,5,0) (1/2)° 3.13x 1072
(1,4,0) 5(1/3)(1/2)% 1.04x 107t
(2,3,0) 10(1/3)%(1/2)3 1.39x 1071
(3,2,0)  10(1/3)3(1/2)? 9.26 x 1072
(4,1,0) 5(1/3)%(1/2) 3.09x 1072
(5,0,0) (1/3)° 4.12x 1073

(c) Notethat Zisthenumber of three pagefaxes. In principle, wecan sumthejoint PMFPx vz (X, Y, 2)
over dl x,y to find Pz (z). However, it is better to realize that each fax has 3 pages with prob-
ability 1/6, independent of any other fax. Thus, Z has the binomial PMF

~J ©)(1/6)*5/6)°>% z=0,1,...,5
P2(2) = { (()) otherwise

10



(d) From the properties of the binomial distribution given in Appendix A, we know that E[Z] =
5(1/6).

(e) Wewant to find the conditional PMF of the number X of 1-page faxesand number Y of 2-page
faxes given Z = 2 3-page faxes. Note that given Z = 2, X +Y = 3. Hence for non-negative
integersx,y satisfying x+y = 3,

C Povz(6Y:2) s (1/3)4(1/2)Y(1/6)?
Pave OV == 5 = B we(s e

With some algebra, the complete expression of the conditional PMF is

3! . :
v (2/5)%(3/5)Y x+y=3,x>0,y > 0;x,y integer
= xy:
Pyiz(%¥12) { 0 otherwise

To interpret the above expression, we observethat if Z=2,thenY =3 — X and

3 X o
Pyz (XI2) = Pxyiz (%, 3—X2) = { (()x)(z/5) (3/5)° étae(r)wfsi3

Thatis, given Z = 2, there are 3 faxes|eft, each of which independently could be a 1-pagefax.
The conditonal PMF of the number of 1-page faxesis binomia where 2/5 is the conditional
probability that a fax has 1 page given that it either has 1 page or 2 pages. Moreover given
X =xandZ=2wemust haveY = 3—x.

(f) Given Z = 2, the conditional PMF of X is binomial for 3 trials and success probability 2/5.
The conditional expectation of X givn Z=2isE[X|Z =2] = 3(2/5) = 6/5.

(g) Thereare several waysto solvethisproblem. The most straightforward approach isto realize
that forintegersO < x<5and0 <y <5, theevent {X = x,Y =y} occursiff {X =x,Y =y,Z=5— (x+Y)}.
For the rest of this problem, we assume x and y are non-negative integers so that

PX,Y (va) = PX7Y7Z (Xa y75_ (X+y))

_ ) meoy B G (E)7Y 0<x+y<5x20y>0
otherwise

Thaabove expression may seem unwieldy and it isn’t even clear that it will sumto 1. Tosim-
plify the expression, we observe that

Py (X,Y) = Pxyz (X Y,5=X=Y) = Px vz (X, Y5 —X+Y) Pz (5—X~Y)

Using P7 (2) foundin part (c), we can calculate Py vz (X, ¥|5 — x—y) for 0 < x+y < 5. integer
valued.

Pxyz (X,y,5—X—
Peyiz(XY[5—Xx+y) = VYlfz((S):x—y) )

a <Xiy> <1/21431/3)X (1/21421/3>y
OO

11




In the above expression, it is wise to think of x+ y as some fixed value. In that case, we see
that given x+yisafixed value, X and Y have ajoint PMF given by abinomial distributionin
X. Thisshould not be surprising sinceit isjust ageneralization of thecasewhenZ=2. That is,
given that there were a fixed number of faxes that had either one or two pages, each of those
faxes is a one page fax with probability (1/3)/(1/2+ 1/3) and so the number of one page
faxes should have a binomial distribution, Moreover, given the number X of one page faxes,
the number Y of two page faxesis completely specified. Finally, by rewriting Px v (x,y) given
above, the complete expression for the joint PMF of X and Y is

(s 7B (R x+y<5x>0y>0
0 otherwise

PX,Y (Xay) = {

12



