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Abstract—With the rapid advance in the technology area of paper, we focus on this new caching paradigm, which we
data storage, storage capacities have increased substaaily while  call Integrated In-Network Caching. A straightforward in-
the price has been dropping fast. Motivated by this trend, naqyork caching approach is to have each en-route CNF router

it has been proposed in the Cache-and-Forward architecture . ) .
that storage is incorporated into each intermediate CNF roter. independently decide whether or not to cache passing csnten

Contents can be cached at CNF routers when they flow through Which we calledCache-n- Capture. When a request is routed
the network, and tht_erefore, routers can serve the subsequén through the router later, the router can "capture” the retjue
requests later on, without forwarding the requests to the het gnd reply with the cached copy of the content, instead of

server, we refer to this caching paradigm as in-network cacing.  t5nwarding the r he original hosting si
In this paper, the content caching is enhanced by Content Brad- orwarding the request to the original hosting sites.

cast(CB), by which a CNF router broadcasts the information

cached contents to its neighboring nodes. In order to solvehe However, Cache-n-Capture does not provide adequate per-
problem that with limited storage, how an intermediate CNF ' :

router optimally decides which passing content should be ed, formance because a CNF router is not aware of What other
we develop a mathematical model for CB to minimize the averagg routers have cached. This unawareness can result in several
content retrieval latency, and propose the Independent Abication  undesirable situations. To name a couple, same contentecan b
algorithm. We compare the average content retrieval latenes cached at neighboring routers, leading to a low neighbathoo
of the proposed caching scheme with two other common cache o4 che ytilization: a router may unnecessarily forward aean

replacement policies. We study the impact of cache size anthe S .
locality parameters. The proposed scheme is shown to prowid request to the home server while its neighbor could have a

significant performance improvement under various setting by COPY of the content, leading to a longer retrieval latenay. T
as large as 65%. address this unawareness, we advocate that each routdd shou

advertise the cached content to its neighbors, which idaimi
. INTRODUCTION to the idea of summary cache proposed in [3]. We call this
acheme to beContent-Broadcast(CB), i.e., it broadcasts the

The overwhelming use of today's nework is for an en ched content information within the caching node’s vigin
user to acquire a named chunk of data. Efficient conteft 9 v

dissemination is becoming extremely important. Last fet help route requests t.o. nearby cached copies. Although eac
years, we have withessed dramatic advances in the technol F router has the ability t_o _cache contents routed through,
areas of microprocessor and data storage. For example whe ebcapamty can n_ot be unlimited Iarge._ _In o_rder to solve_ the
wireless access rates have increased 50-fold in the laatidecP'© lem of low neighborhood cache utilization, and achieve

sl-state storage capacies have crecsed 200-odew 1 TP Sverage conent e ey, ve fonmla
dropping in cost to $2/GB. Since applications become mofe . e i
pping $ bp Ee*gt caching ability and enhanced content broadcast girate

demanding, and new technology makes available larger st . .
age, higher bandwidth, as well as diverse means of conrgect? each intermediate CNF router. We propose the Independent

to the Internet, a new networking paradigm can be made location algorithm to provide an optimal caching scheme
protocol design for content delivery. with CB enabled.

Cache-and-Forward (CNF) [1] has been proposed as a clean-
slate architecture for next generation Internet that leyes the ~ The rest of the paper is organized as follows. We first give
rapidly decreasing memory costs to provide in-networkegger a brief overview of the related work in Section Il. Next, we
at routers. A detailed protocol description of CNF can benfbu discuss the CB strategy in a CNF network. The proposed
in [2]. Fundamental to CNF architecture are two componentsiathematical model and Independent Allocation algorithen a
a transport layer service that operates in a hop-by-hog-stopresented in Section Ill. Additionally, we conduct a set of
and-forward manner with large contents, and a caching seheperformance studies, and showed the superiority of thenapti
that integrates caching into each individual router to oeducaching scheme with CB in Section IV. Finally, we provide
network traffic and speed up content dissemination. In thi®ncluding remarks in Section V.



Il. RELATED WORK With CB, the cached copy in
. . . B is known to A, the query
The idea of having Internet routers cache passing data h{ packetis sent to 8 instead. Q

been discussed in several contexts. For example, in [4], the B F Web Server
authors proposed to associate caching with en-route tder %Q y ) E

speed up object access. In [5], the authors studied where to Requester S Without CB, the query packet is
place caches for such a system. In [6], a scheme was proposed sent towards the web server.

to dynamically place the object in the caches on the path from Fig. 1. A scenario with CB enabled

the server to the client in a coordinated fashion. The simila
idea was also discussed in the context of Active Networks [7]
and [8], and in Active Reliable Multicast [9].

EN (CNF_3)

. . 1 ) e 7]
However, in the previous works, caches have not been @WCNF - N AN;;)@
considered as an integral part of the underlying network in -
the same way routers have been. Thus there has been no need Fig. 2. CNF network

to extend the existing routing protocols with content redat

information. Although in Summary cache proposed in [3],

each proxy keeps a summary of the URLs of cached contefasmulate an optimization problem in order to minimize the
represented by a bloom filter, the proposed CNF architectureerage content retrieval latency.

builds a different in-network caching framework, whereteac oo .
CNF router broadcasts the cachegd content information '%0 Opt|m|?a.t|on Problem Formulation ]

neighboring nodes instead of the participating proxiesicivh We envision that the CNF network adopts a tiered structures

reduces the overhead induced by content broadcasting. Sf9Wn in Fig 2. In the core are high-bandwidth static routers
our knowledge, with CB, this paper is the first to lay th&utside the core are access networks, which are attached to a
mathematical groundwork for the physical problem to bedPset of core nodes. An access node(AN) is an aggregation

meaningfully formulated, and for algorithms to be rigorgus Point for mobile end nodes connected to it, which acts as
derived. the representative for content requesting. Meanwhile ah en

node(EN) is attached to wired terminals for the same role.

I11. M ATHEMATICAL MODEL FORCONTENT BROADCAST Therefore we consider that content caching and reques".tlg)ut
happen in the access networks and the core network. We model

With caching enabled, each CNF router is able to cachig, access networks plus the core network as an undirected
passing contents selectively. However, requests may rnéss raphG = (V, E), where a vertex in// represents a node

CNF router that has the requested content in the cache ifdtnE router), and an edge il represents a network link.

is not on the routing path from the requester to the original\ye assume that the popularity distribution of the contents
server, even though the router might be much closer to0 tR€ynown a priori, which follows the Mzipf distribution [10]

requester. If the requester gets to know the closer contwipf defines the probability of the-th content being re-
location, the retrieval latency can be significantly re(wcequested out of available contents as

Thus we propose that a CNF router explicitly advertises the

information of a cached content to its neighbors, which migh Pr(i) = ;7 (1)

be propagated to a larger region, (i.e., CB). Take the sienar (i+q7 K

shown in Fig.1 as an example. The requester is trying &md F 1

get a content from the web server by sending out a query K= Z T (2)
=1

packet. The requester and the web server are connected by

five intermediate CNF routers. We suppose the CNF roBterwhere 7 is the skewness factor which is the same as the

already caches this requested content. Without CB, the CNlkewness factor in Zipf distributions, ands the plateau factor

router A simply forwards the query packet towards the wetvhich controls the plateau shape (i.e. flattened head) hear t

server, which is 6-hop away from the requester. Howeveh wilmost popular objects that are lowest ranked. A lakggalue

CB enabled at routeB, router A is able to learn that there is aindicates a more flattened head.

copy of the requested content cached by a nearby neighbor. We assume there arg nodes, denoted ds2,... N andF

can forward the query packet directly & which substantially contents, labeled ds2, ... F. Each content filg has only one

reduces the retrieval latency as seen by the requester. original server, which is one of th& nodes(CNF routers) and
Although by using CB, the content retrieval latency islenoted asS;. We defineC; as the set of contents originally

reduced due to the knowledge of the locations of the nearbgsted by nodeé, andC; as the size of this set. For simplicity

cached copies to the intermediate routers, we are stiliggmin of exposition, we assume that all links in the network have

face the problem that as to which contents should be cactithd same bandwidth aB Mbps. But this assumption can be

by a CNF router with the limited storage. In the followingeasily extended to take each link capacity into considemnati

section, we model the problem by considering the influend¥e fix the size of request packet size to@dits. The content

of CB to the caching decisions made by each CNF router. Wee f;, j = 1,2,...,F, can be different. The total round



delay of requesting contemtover a hop isD; = D, + D, + Equation (3) becomes a standard binary optimization proble

d;, including the fixed process delay at an intermediate nodgnfortunately, it is still hard to solve. To its remedy, wdare

which is a constanb,,, and fixed per-hop request transmissiothe constraint on; ; such that it takes on a continuum of

delayD, = /B, as well as the per-hop content transmissiovalues in the intervalo, 1]:

delayd, = f,;/B. The content retrieval latency is proportional N F T he1

to the number of hops between the requesting node and the — U _Uk.

node that satisfies the request. min D=3> Fij hz:; DU 110 = Uiy O)
In addition, the following variables are defined:

i=1 j=1 k=0

F
« P, ;, the probability that a content request is generated, s.t. vafj < R;, (10)
which is from nodei to request content; j=1
« V;j, indicator whether nodé has(= 1) content; in its Vs, ;=1,j=1,2,...F (11)
e ) ) yc )

cache or no{= 0), or the caching probability;
o R;, the storage limit of node;
« H,;, the hop count of the shortest path from ned® The relaxation has a physical interpretation, i.e., eadfeno

nodeb; caches fileg with a probability ofV; ;. Meanwhile, it converts
« T,, the maximum hop count between nodeand any a hard binary program to a regular nonlinear program with
other node in the network; linear constraints, for which we can derive a solution. Due

With CB we make the assumption that any node knows relaxation, the optimal value of (9) is even smaller than
exactly which content files are in the possession of any ottibat of (3). In practice, each CNF server still has to make a
node. When it needs a file, it goes straight to the nearddpary decision as to cache or not, based on the solution to
neighbor with the file. We are then interested in the avera{f®). Nonetheless, the solution in fact puts most of the ogltim
delay incurred herewith. These operations are well defined avariables to either 0 or 1, as we will show later. Therefore,
they lead to a binary optimization problem. LBt ; be the the relaxation does not strongly obscure the optimal binary
nearest neighbor to nodethat has filej in the cache, the solution.

problem can be formulated as A suboptimal solution to the nonconvex program in (9) can
N F be obtained by considering the gradient, for which we comput
min D= P, ;H; B, . Dj, 3 oD
ZZ R ) 9ij = A5 (13)
=1 j=1 8‘/17]
Wheni andj are fixed,V; ; exists in equation ofD only
< R, - .
St Z:l Vigli < B, ) when the request for contejjtis originated from any nodg
= . out of the totalV nodes, meanwhilgis one of node’s h-hop
Vs,j=1,j=12,...F, (5)

away neighborsh can be from 1 tdl},, which is the maximal
Vij €{0,1}, Vi,j, (6) number of hop count between nogeand any other node in

Our objective is to minimize the average content retriev%e network. In that casé,; will appear inD in two ways.

latency represented b in Equation (3). The first constraint ©N€ Way is that node is one of neighboring nodes which
is to ensure that the total size of the contents cached on e8h{/».i NOPs away, and there is at least one copy of content
router will not exceed its storage limit. The second coristra/ "€Siding in this set of nodes, resulting i), 7 is positive.
states that the probability that contentesides in its original 11€ Other way is that conteritis not cached in any of the
server should be 1. AlthougtB; ; itself is complicatedly "odes which are 1-hop till7,; hops away and the content
connected td; ;, H; p, , has, however, an analytic expressioﬁequeSt is satisfied by a node that is further away.

Therefore,
& bt Hyi—1
Hip,, =Y wUt T -UF) @) N iy
hzzl 7 kl;[o 7 gij =Y PosHpuD; [ -0 I -y
o . - p=1 k=0 LeM®  \{i}
whereU;"; is defined as the probability that nodecan get p.i
the requested conteritfrom one of itsh-hop neighbors. It is (14)
given by N Ty } h—1 .
Uh. =1— H (1—Vi,) (8) _ZPPJZ hDJ’UplyjH (1_Up,j) H (1= Vi)
1,3 £,4) p=1 h=H, ;+1 k=0 eM? \{i}
/EZ\/I;, k#Hp,i p,i

Equation (7) comes from the observation that, is the B- Independent Allocation Algorithm

nearest neighbor afholding conteny if and only if any node  In this section, we propose the Independent Allocation
i’ strictly less thanH; p, ; hops away must hav&; ; = 0. algorithm to give a solution to the optimization problem
Ui’fj is an indicator whether at least one of node h-hop (9). As its name suggested, each noden the network
neighbors has content in the cache. With Equation (7), independently adjusts the contents cached locally. Wenassu



Vti’,ja i 7& Zv.j = 1527"
respective constraints) and known and fixed, hence the only
variables ard/; ;, j = 1,2,..., F, which are local to node.

., F, to be feasible (meeting the 3) ReallocatéV; ; to fill up the cache on nodé Find 0 <

z < w; such that

The objective function in (9) can be rewritten exclusively f Z fet Z fim = Ri (21)
node: ceC; 1<m<z
S0t as
min 9i,;Vi,; + constant
j=1 Z fe+ Z fim > Ri (22)
ceC; 1<m<(z+1)

Though (14) that gives the formula 9f ; is fairly compli-
cated, it is clear that increasirlg ; for any particular choice
of ¢ and j, while keeping other caching probabilities fixed,
can only decrease the average latency, i.e., caching a rew fil

If x =0, setV;; =0, Vj, i.e., there is no extra room
for more contents. Otherwise with > 0,

i i . Vigg = Vij, =1 (23)
without replacing any old files can only reduce the latency. ’
Apply this observation to (15), we find this is possible only and
wheng; ; <0. Vi = R; — Zcec% Je— Z1§m§x Jim (24)
If Y7, f; < R, then the optimal solution to (15) is et fivin ’
trivially Vi ; = 1,Vj. AssumeY_", f; > R;, and form the
partial Lagrangian of (15) Viepo ==V, =0 (25)

From Equation(21), the first number of contents in

F F
min £=Y g¢i.:Vii+ Vi —R; (16) the ordered set can be placed in the cache of node
; e TR ; T The probability of cachingz + 1)th content depends on
P the extra room left after allocating space for the first
_ ij(gij/fj + Vi — uR; (17) contents, as calculated in Equation(24).

<
Il
—

IV. SIMULATION RESULTS
subject to the other two constraints in (10) and (11), with. Parameter Settings
p = 0 being the dual variable. Suppose the optimal dual |, orqer to keep the optimization problem tractable, we
variable . satisfiesy = 0. Since we knowg; ; < 0, the onqjdered a small sized network with 12 CNF routers that
opgmal solution 'SFC|ea”WM = 1,¥j. But by assumption 4,1 host 12 contents. We used the Georgia Tech Internet-
2= fiVig = 2= [ > R, e, the optimal solution \york Topology Model (GT-ITM) [11] to generate the network
violates the constraint. This contradiction shows that 0. topology.
Then the optimal solution is obtained by settifg; = 1 if In order to model spatial locality, we assume that requests
Sj = i and setting from an end node are mostly for contents originated from
the same stub, with others for remote contents. We define the
percentage of requests for same-stub contents t, lvehich
is called the locality parameter.

In addition to the proposed Independent Allocation algo-
);ithm, we also include four caching schemes for comparison:

« CB-LRU: Content broadcast packets are propagated in the
neighborhood to inform the cached copies of contents.
Old content or contents are evicted by Least-Recently-
Used replacement policy to cache the new one when the
storage is limited.

o CB-LPFO: Similar to CB-LRU, but instead of IRU, Least-
Popular-First-Out(LPFO) replacement policy is applied.
Indicated from the name of LPFO, the least popular
content or contents are sacrificed for the new one.

(19) B. Performance Results

Since the storage room for those contents must be saved) Impact of Cache Sze: In Fig. 3, we compare the average
on nodei, there is no need to calculate their gradientsontent retrieval latency of CB-LRU, CB-LPFO with our pro-
2) Sortg; ;/f; in the order of increasing order, for thoge posed Independent Allocation algorithm. We simulate a wide
such thati # S;: range of cache sizes in each CNF router, from 10% to 80% of
the total size of all contents, and we set the locality patame
i/ Fir < 9ija/ fra <+ < givjwi/fjwq, (20) 4 to be 0.8. All caching schemes with content broadcast

17 gi,j/fj+u<07
913/ fi +1>0,
any feasible value g, ;/f; =0,

(18)

for thosej such thatS; # i. Besides, by the complementar
slackness of KKT, we hav®[_, Vi ; f; = R;. Together with
18, the optimalx andV; ; can be solved.

The discussion above leads to the Independent Allocation
algorithm, which consists of each nodeandomly or period-
ically executing the following procedures:

1) Calculate the gradiemt ; for those contents that are not
generated by the nodeaccording to Equation (14). The
number of such contents for nodes

U}i:F*Oi



nN
o

—©— CB-LPFO
—k— CB-LRU

—B— Independent Allocation

—©— CB-LPFO
—k— CB-LRU

—B— Independent Allocation

[

[
(=2}
T

N
o
T

i
~
N
©
T

N
)
T
B
>~ o
T T

[

Average Content Retrieval Latency (sec)
T~
(=)

Average Content Retrieval Latency (sec)
T~
o

0 . . . . . . 6 . . . . . . .
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Cache Size Per Router(% of all contents) Locality Parameter(% of requests for contents from the local stub)
Fig. 3. Average content retrieval latency vs. cache limieash CNF router. Fig. 4. Average content retrieval latency vs. locality paeter.

provide steady performance improvement as the cache siZ8F router. In this paper, we further boosted the content
increases. CB-LRU always shows better performance than QBtrieval latency performance by Content-Broadcast.ehust
LPFO. Since CB-LPFO uses predetermined popularity leved§ being silent after a content is cached, the CNF router
of contents as the replacement index, unable to learn the reepadcasts this information to its neighbors, enablingnodgit
content popularity as CB-LRU does by looking at the acces®d coordinated decision making for caching. We built a
rate of cached contents. Independent Allocation algorithfigorous mathematical model on which caching decisiongwer
significantly reduces the average content retrieval Iatewer formulated as an optimization problem. We solved the opti-
CB-LPFO and CB-LRU. The improvement increases as tt@ization problem with the Independent Allocation algamith
cache size becomes larger. With the largest cache size which provides an optimal replacement policy when the cache
have simulated (80% of all contents), the improvement oh a CNF router is full. The simulation results show that
Independent Allocation algorithm can be as high as 75% ov@dependent Allocation algorithm outperforms CB-LRU and
CB-LPFO, and 65% over CB-LRU. And at a medium cach€B-LPFO by 65% when the cache size is large. Even with
size, such as 20%, the performance improvement can be 38¥all cache size, the performance gain can reach 30%.
for both CB-LPFO and CB-LRU.

2) Impact of Locality Parameter: In this set of experiments, udhur | e
we vary the localty parametar from 0.6 to 1. The cache (1 2, Raychaudu % veee 5 pau and 3. Kese, Theheand
size on each router is set to 20%. From Fig.4, we can See senvices in the Future Internet,” Prceedings of ITU-NGN Conference,
that the average content retrieval latency decreases wWigen t  2008. ' o
ocaly parameter increases with the three caching schemd® L 0%, L. Y. Zuag S P and © Ry o
CB-LRU still shows a little better performance than CB-LPFO  |nternational Conference on Communications(ICC), 2009.
with different locality parameters. Meanwhile, the Indegent  [3] L. Fan, P. Cao, J. Almeida, and A. Z. Broder, “Summary each scal-
Allocation caching scheme significantly reduces the averag gg'ﬁlmfl;?;gfv\g{?glcﬁghg %gf‘r'znglfgggcggggACM Transactions
retrieval latency compared to CB-LPFO and CB-LRU. Largets] s. Bhattacharjee, K. L. Calvert, and E. W. Zegura, “Seffanizing
o means end users are more likely to request the content wide-area network caches,” Proceedings of IEEE Infocom, 1998.
originated within the same stub, which makes the retrievaf) IF’EEKQZE'S%;S;C%”;%?] KI esv';";“éi'gé’ :/T()T.egar‘]’g.e 5'?%3;'.0150?;@@_”5"%;2’
latency smaller due to smaller distance from the originalese 2000.
or in-network cache. The gap is wider between CB-LPFO(ani$] X. Tang and S.T. Chanson, “Coordinated en-route Webioach| EEE
CE-LRU) and the Independent Allocaion algorthm when the,, [T=E0rs o Corpies, o, 56 1o & o 565 607 2002
locality parameter is larger. As more contents transpoirted architecture,” Computer Communication Review, vol. 26, pp. 5-18,
the same stub, it is more imperative to make wise decisions as 1996.

to what contents should be cached to facilitate futureeweats. 81 Edwin N. Johnson, “A Protocol for Network Level Cachirlg M.S.
thesis, Massachusetts Institute of Technology, May 1998.
[9] L.H.Lehman, S.J.Garland, and D.L.Tennenhouse, “Actigliable mul-
V. CONCLUSIONS ticast,” in Proceedings of IEEE Infocom, 1998.
. [10] K. Gummadi, R. Dunn, S. Saroiu, S. Gribble, H. Levy, andadhorjan,
Cache-and-Forward architecture has been proposed as a*Measurement, Modeling, and Analysis of a Peer-to-Pees-Sliaring

solution that leverages the rapidly increasing capacitgt an \é\//;fkloagy”_ in Fl’rocezeg(i)régs of the 19th ACM Symposium on Operating
. . ems Principles, .

dropping costs of data stlorage_ to _reduce the network trafﬂg] K. Calvert, M. Doar, and E.W. Zegura, “Modeling IntetriEopology.”

and speed up content dissemination. Integrated In-Network |EEE Communications Magazine, vol. 35, no. 6, pp. 160-163, 1997.

Caching framework is one of the key components of the CNF

architecture, which incorporates cache into each indalidu
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