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Abstract

Cooperative forwarding in wireless networks has shown to yield rate and diversity gains, but it

incurs energy costs borne by the cooperating nodes. In this paper we consider an incentive mechanism

called Bandwidth Exchange (BE) where the nodes flexibly exchange the transmission bandwidth as a

means of providing incentive for forwarding data, without increasing either the total bandwidth required

or the total transmit power. The advent of cognitive radios and multicarrier systems such as Orthogonal

Frequency Division Multiple Access (OFDMA) with the ability to flexibly delegate and employ a number

of subcarriers makes this approach particularly appealingcompared to other incentive mechanisms that

are often based on abstract notions of credit and shared understanding of worth. We consider aN -node

wireless network over a fading channel and use a Nash Bargaining Solution (NBS) mechanism to study

the benefits ofBE in terms of rate and coverage gains. We also propose two heuristic algorithms based

on simple probabilistic rules for forwarding and study the tradeoffs in terms of performance among

these approaches. Our results reveal that bandwidth exchange based forwarding can provide transmit

power savings in OFDMA networks of at least 3dB compared to noncooperation.
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I. INTRODUCTION

Cooperative forwarding is an essential technique to enhance connectivity and throughput for

wireless networks. However, forwarding always incurs somesort of cost – a real cost like

power, and/or an opportunity cost like delay. Recent work in[1] has shown that even in the

absence of such costs, cooperation among nodes in a wirelessnetwork is not guaranteed and

may require incentives. Current studies on cooperative forwarding mechanisms largely fall into

four categories: reputation based mechanisms [2]–[6], credit based incentives [7], [8], network

assisted pricing mechanisms [9], [10] and mechanisms basedon forwarding games [11]–[14].

These prior techniques often mimic the operation of a complex economy and their efficient

operation requires such enablers as a stable currency, a system of credit or a shared understanding

of what things are worth. In real economies, these enablers are achieved over long periods of

time, and even with experience, the overall functioning of such economies is difficult to predict,

a lesson we have learned frequently and with some pain. The main contribution of this paper is

to circumvent some of these difficulties by exploring the incentive induced from exchanging a

fraction of individually preassigned bandwidth among nodes, referred to as Bandwidth Exchange

(BE). Specifically, whenever a node asks another node for cooperative forwarding, it delegates a

portion of its frequency resource to the forwarder as immediate compensation for the forwarder’s

loss.

Compensation with bandwidth is advantageous over power, especially when the bandwidth

available to each node is relatively scarce. This property also makesBE a notable incentive mech-

anism for forwarding. Consider Shannon’s canonical channel capacity formula for an AWGN

channel with a noise power spectral density ofN0/2

C = W log2

(

1 +
P t

N0W

)

. (1)

It is clear thatC is only logarithmically dependent on transmit powerP t, but nearly linearly

dependent on bandwidthW , especially whenW is relatively small. The largest partial derivatives

with respect to these variables are given as

∂C

∂P t

∣

∣

∣

∣

P t=0

=
1

N0 log 2
,

∂C

∂W

∣

∣

∣

∣

W=0

= ∞. (2)

Equation (2) suggests that incentivising forwarding with additional bandwidth seems more promis-

ing than using additional transmit power. However, one may question whether it is really
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beneficial to reallocate bandwidth, since, after all, when one node acquires some bandwidth,

the other node loses the same amount of bandwidth. Further, as the bandwidth increases,

lim
W→∞

C =
P t

N0 log 2
, (3)

suggesting that the marginal increase in capacity saturates. A simple example can be constructed

to show that this is not a problem whenW is small. Consider the two-node network shown in

Fig. 1. Suppose each node has a nonoverlapping bandwidth (W1 = W2 = 20 MHz) and fixed

transmit power (P t
1
= P t

2
= 20 dBm). Also suppose that the channels between the access point

(AP) and the nodes as well as the channels between the nodes are determined by distance-based

path loss, i.e., the rate achieved on a link is an explicit function of the bandwidthW and link

gain�, which is parameterized by its fixed transmit powerP t. We assume this function is given

by

C = C(W, �) = W log2

(

1 +
�P t

W

)

(4)

where � = �d−3 with d being the distance and� being a proportionality constant that also

captures the noise power spectral densityN0/2. For the specific geometry shown in Fig. 1, it

follows that if both nodes only use direct links for transmission, node 1 achieves a transmission

rate ofRdir
1

= 11 Mbps, while node 2 achievesRdir
2

= 66 Mbps. However, if node 1 chooses to

use node 2 as a forwarder and delegates a fractionx of its bandwidth to node 2, then the rates

achieved through cooperation are given as

Rcoop
1

= min{C1((1− x)W1, �12), C2(W2 + xW1, �20)− Rdir
2
}, (5)

Rcoop
2

= C2(W2 + xW1, d2)−Rcoop
1

, (6)

where the functionsC1, C2 are as defined in (4) and we have assumed that node 2 requires

its own rate to be at leastRdir
2

or better. As shown in the figure, we observe that there is a

range of values ofx for which both nodes’ rates are improved. While we have motivated the

power ofBE via this simple example, in the rest of the paper our focus will be on studying the

incentive mechanism in anN-node network over fading channels. Moreover, recent advances

in cognitive radio and multicarrier systems such as OFDMA [15] provide a way to naturally

implement this incentive mechanism. In particular, the OFDMA technology currently employed

in Mobile WiMAX [16] and LTE [17] allow nodes to flexibly acquire and relinquish a number

of the subcarriers, making this mechanism a possible candidate for implementation.
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II. SYSTEM MODEL AND BANDWIDTH EXCHANGE

ConsiderN nodes (labeled1, 2, . . . , N) transmitting to an access point (AP, labeled as node

0). Each node either transmits through the direct link or at most one forwarder, as shown in Fig.

2. Nodes have designated nonoverlapping bandwidthsWi, fixed transmit powerP t
i and minimum

required ratesRmin
i . In what follows, subscriptij always implies the direction fromi to j. If

such a subscript is used in a transmission scheme, it is understood thati is the source andj is

the forwarder (or theAP if j = 0). We assume a fading channel model where the transmission

is slotted. The channel gain�ij (= �ji) in each slot is considered static and is the realization of

an i.i.d. random variable.

Let C ins
i (W, �) denote the instantaneous capacity of some link originatingfrom nodei in a

slot, given nodei’s available bandwidthW and the instantaneous link gain�. Let Rins
i denote the

instantaneous rate of nodei in a slot and we assume that it is equal toC ins
i (W, �). At the beginning

of every slot, nodei first attempts to transmit directly to theAP, i.e., Rins
i = C ins

i (Wi, �i0). If

the direct linki0 is under outage, i.e.,C ins
i (Wi, �i0) < Rmin

i , it broadcasts a cooperation request

to its neighbors, one of which could help forward nodei’s data toAP, by means ofBE. In the

course of cooperation between a source nodei and a forwarderj, nodei delegates its available

bandwidth up toWi as dictated byBE to nodej, which forwards its own data as well as the

data from nodei to the AP with the increased bandwidth available to it. We assume there is

no flow splitting and every forwarder serves at most one source. If i cannot find a neighbor to

provide such cooperation,i stays under outage for the slot.

The basic idea of cooperation throughBE is the source delegating as much of its frequency

resource as possible to the forwarder in exchange for cooperation that guarantees the source’s

minimum required rate. Therefore, when nodej forwards for nodei throughBE, nodei can

withhold Wi −ΔWij and delegateΔWij to nodej such that

Rins
i = Rmin

i = C ins
i (Wi −ΔWij , �ij), (7)

sincei only seeks to maintain a connection rate ofRmin
i to theAP. In the mean time, in addition

to guaranteeingRmin
i for node i, nodej uses the remaining capacity achieved with increased

bandwidthWj +ΔWij for its own data,

Rins
j = C ins

j (Wj +ΔWij , �j0)− Rmin
i . (8)
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This procedure is illustrated in Fig. 2.

Should cooperation occur between sourcei and forwarderj, equations (7) and (8) define how

BE works in this particular setting. Note that they also describe the relationship of the rates and

delegated bandwidthΔWij to the link gain�ij . However, we say the request from nodei is not

supportableat its neighborj if either

C ins
i (Wi, �ij) < Rmin

i or Rins
j < Rmin

j . (9)

The first condition implies the linkij is so bad that there is no way nodei can send at rate

Rmin
i to node j. The second condition implies that cooperation with nodei will effectively

put nodej under outage, which includes as a special case that nodej itself is looking for

cooperation. In either case, nodej will definitely refuse to provide cooperative forwarding. In a

practical implementation, however, the bandwidth can onlybe transferred as an integral multiple

of certain granularity. This requirement has a nice correspondence to the subcarriers used in a

multicarrier system. Exchanging bandwidth is realized by exchanging subcarriers individually

owned by or assigned to the nodes. One way to achieve this is toapproximateΔWij with a

number of subcarriers. When the subcarrier spacing is small, which is often the case since this

is one of the design objectives of a multicarrier system, theround-off errors will be negligible.

III. BE-BASED FORWARDING IN FADING CHANNELS

In a fading environment, the role of a node as a forwarder or source can change from slot

to slot. Therefore the decision made in a slot should take theconsequences it entails in future

slots into consideration. This situation is better modeledwith an infinitely repeated game [18]

[19] with each slot corresponding to a stage game. If nodei under outage in a slot requests for

cooperation from a potential forwarderj throughBE, j has to choose a decision from a binary

strategy space, i.e., to cooperate or not. We say nodej will make a trivial decision to simply

reject cooperation if the request is not supportable. Otherwise nodej will choose to cooperate

with a probability as will be discussed shortly.

The utility functionuins
j of a stage game for an arbitrary nodej, called instantaneousrate gain,

is defined to be the rate increase achieved in that slot compared to noncooperation. Instantaneous

rate gain is closely related to the strategy a node takes. If sourcei successfully secures cooperation
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from forwarderj, then we have

uins
j = Rins

j − C ins
j (Wj, �j0), uins

i = Rmin
i , (10)

whereRins
j is calculated from equation (8). If a nodei is not involved in any cooperation either

as a source or a forwarder, thenuins
i = 0. There are two cases in which a nodei has zero

instantaneous rate gain:

1) as a potential source, nodei’s request turns out to be unsupportable at every neighbor;

2) as a potential forwarder, nodei does not receive any supportable request.

If either case is true, we say this stage game (i.e., this slot) is trivial to nodei. We model the

utility function of the repeated game for an arbitrary nodej as the averagerate gain. From the

previous discussion, the average rate gain for nodei is given by1

E[uins
i ] = (1− P trivial

i )E[uins
i ∣nontrivial stage game]. (11)

Once the probability distribution function of link gains are known, we can calculate the prob-

ability P trivial
i with which a stage game becomes trivial for nodei. Therefore we only need to

focus on nontrivial stage games and disregard those stage games that are trivial toi. In other

words, for nodei we only consider those stage games in which eitheri is a source and sends

a supportable request to some nodej, or i is a potential forwarder and receives at least one

supportable request from some source node. As a consequence, rather than the average rate

gain, we define the utility function of the repeated game for node i as the average rate gain

conditioned on a nontrivial stage game, i.e.,

ui = E[uins
i ∣nontrivial stage game]. (12)

Note in this definition,ui is not only dependent on channel statistics, but also on the strategy

nodei takes in deciding whether to forward for other nodes.

A. The Two-NodeNBS Revisited

Our incentive design in aN-node network is based on the two-nodeNBSwith BE, for which

this section provides a brief summary, the details of which can be found in [19]. A similar

NBS-based cooperation strategy for a two-node network was alsodiscussed in [20]. Suppose we

1In this article, expectations are all taken over the random link gains across slots.
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have a two-node network consisting of nodei and nodej. As discussed before, we overlook the

nontrivial stage game for nodei, or equivalently, the nontrivial stage game for nodej since we

only have two nodes. In any given nontrivial stage game, withprobability Pij node i sends a

request to nodej for cooperation and with probabilityPji = 1−Pij the request goes the other way

around. If nodej forwards data for nodei, we useuf, ins
ij andus, ins

ij to denote the instantaneous

rate gain of the forwarder nodej and the source nodei, respectively. Correspondingly, their

averages are denoted asuf
ij andus

ij. It follows from (10) and (12) that

uf
ij = E[Rins

j − C ins
j (Wj, �j0)∣nontrivial stage game], us

ij = Rmin
i . (13)

An extensive form of the nontrivial part of the repeated gameis shown in Fig. 3. Note when the

potential forwarder eventually chooses not to cooperate, the average rate gains for both nodes

are zero while in case of cooperation the forwarder’s expected rate can be lower than that of

noncooperation if its average rate gain is negative.

The normal form of the game, as shown in Table I, consists of four strategy profiles and

their associated payoff profiles. These strategy profiles can be denoted by⟨n, c⟩, ⟨c, c⟩, ⟨c, n⟩

and ⟨n, n⟩, where⟨n, c⟩ (abbreviation for⟨noncooperation, cooperation⟩) means nodej would

choose not to forward fori if i requests its cooperation whilei would choose to forward forj

if j requests its cooperation. Similar interpretations apply for the other strategy profiles. Based

on the chosen strategies,uj and ui defined in (12) form a plane, on which we let the points

D,E, F,O denote the payoff profiles associated with the strategy profiles ⟨n, c⟩, ⟨c, c⟩, ⟨c, n⟩

and ⟨n, n⟩, respectively. Coordinates of these points are calculatedby following different paths

on the extensive form conditioned with probabilitiesPij andPji. For example, the coordinates

of D are given as

D = Pij ⋅ (0, 0) + Pji ⋅ (R
min
j , uf

ji) = (PjiR
min
j , Pjiu

f
ji). (14)

Coordinates ofE, F,O are calculated similarly and are given as

E = (PjiR
min
j + Piju

f
ij, PijR

min
i + Pjiu

f
ji), F = (Piju

f
ij , PijR

min
i ), O = (0, 0). (15)

The convex hullC of the four points is a parallelogram (see Appendix) and defines the feasible

region of payoff profiles as shown in Fig. 4. Each point(uj, ui) ∈ C represents a set of payoff

profiles achievable by mixing⟨n, c⟩, ⟨c, c⟩, ⟨c, n⟩ and ⟨n, n⟩ with corresponding probabilities

�1, �2, �3, �4.
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The NBS is a pointS = (uj, ui) ∈ C such that the proportional fairness metric is maximized,

max
�1,�2,�3,�4

uiuj, (16)

s.t. uj = �1PjiR
min
j + �2(PjiR

min
j +Piju

f
ij) + �3Piju

f
ij + �4 ⋅ 0,

ui = �1Pjiu
f
ji + �2(PijR

min
i +Pjiu

f
ji) + �3PijR

min
i + �4 ⋅ 0,

�1 + �2 + �3 + �4 = 1, �i ≥ 0, i = 1, 2, 3, 4.

Once the optimal mixing probabilities�i are obtained, the cooperation probabilityP c
ij of node

j when it receives a supportable request from nodei is given by

P c
ij = Prob(j takes strategy c)

= Prob((j, i) take ⟨c, c⟩) + Prob((j, i) take ⟨c, n⟩) = �2 + �3. (17)

For P c
ji with similar definition, we haveP c

ji = �1 + �2.

For the two-nodeNBS, a geometric interpertation exists [19] [21] for the solution of (16).

The solution is given byS in Fig. 4 where the slope of the line segmentOS is the negative

slope of the subgradient ofC at S. Use subscriptx andy to denote the horizontal and vertical

coordinates of a point, soD = (Dx, Dy), E = (Ex, Ey), F = (Fx, Fy). DefinetanD = Dy/Dx

and definetanE, tanF similarly. Then, we can derive the cooperation probabilityP c
ij explicitly

(see Appendix)

P c
ij =

⎧







⎨







⎩

0, tanD > ∣ tanF ∣, (18a)

−
Pji

2Pij

(

Rmin
j

uf
ij

+
uf
ji

Rmin
i

)

, ∣ tanE∣ > ∣ tanF ∣ > ∣ tanD∣, (18b)

1, otherwise. (18c)

The formula forP c
ji is symmetric with subscripts transposed.

B. PairwiseN-Node Bargaining

It is practically infeasible to formulate theN-nodeNBS if N is large, simply because the

strategy space for each node grows exponentially as the number of nodes in the network increases.

This prompts us to look for suboptimal solutions with much lower complexity. One such solution

is based on restricting cooperation to two-hop forwarding.Since we also required that one

forwarder for one source and no flow splitting, eventually cooperation happens only between
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disjoint pairs of nodes, each pair consisting of a source anda forwarder. It is then natural

to approximate theN-node bargaining with a series of two-node bargainings as derived in

III-A, which we call thepairwiseN-node bargainingor simply pairwise bargaining. Pairwise

bargaining achieves huge reduction in complexity by ignoring the interaction between different

pairs - with pairwise bargaining, a node considers itself under outage if the direct link is out,

but in fact it is under outage only if it does not successfullysecure any cooperation either.

C. Selection Policies

Pairwise bargaining in aN-node network implies that each forwarder may have to selectfrom

one of many sources to cooperate with. Similarly each sourcemay have to select from one of

many forwarders. As a result, we must address how a forwarderdetermines which request to

be granted and how a source determines which cooperating forwarder to follow. Both issues are

calledselection policies.

To be more specific, in pairwise bargainingP c
ij calculated from equation (18) should not be

taken directly as the probability that forwarderj offers cooperation to sourcei sincei could be

simply one of the supportable sources for which a cooperation probability is calculated using the

two-nodeNBSsolution. Instead, all such sources are put in a candidate listℒf with an individual

probability of P c
ij . After ℒf is compiled, the forwarder side selection policy is invokedto pick

a source to really cooperate with. Because each candidate had an independent bargaining with

nodej and was put inℒf according to the cooperation probability calculated from the bargaining

solution in (18), we require that nodej pick one of them randomly to ensure fairness.

On the other hand, the source also compiles a listℒs of candidate forwarders from which

a particular forwarder is picked by the source side selection policy if ℒs is not empty. Since

we seek a proportionally fair strategy profile in (16), the source side selection policy seeks

to maximize the product of instantaneous source-forwarderrate gains. A source nodei would

have no “disincentive” for this choice because with any cooperating forwarderj, i always has

us, ins
ij = Rmin

i , a fixed value. Consequently, the selection policy turns outto be picking the

forwarderj with the maximum instantaneous rate gain fromℒs, i.e.,

j = arg
k

max{uf, ins
ik }. (19)
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D. Simple Heuristic Algorithms

Although NBS performs desirably in many aspects as to be shown later, the complexity of

solving (16) can be too high for some applications. For this reason, we also propose two simple

heuristic algorithms that employBE. These algorithms reach a decision based on instantaneous

observations and do not require parameter estimation, eliminating the overhead of corresponding

message exchange. These algorithms will either suffer severe unfairness or degraded performance

as to be shown later by simulation. However, they serve as good bench marks for performance

as well as a nice tradeoff when reduced complexity or networkoverhead is a bigger concern.

1) Myopic Strategy:The myopic strategy (MS) is one where a node refuses to forward unless

forwarding is a guaranteed advantage to take. AssumingBE is still employed, a myopic forwarder

j will set P c
ij = 1 and put it on a candidate source list only ifuf,ins

ij > 0. If the candidate source

list is not empty, the forwarder would exercise the myopic forwarder side selection policy by

selecting the sourcei such that

i = arg
k

max{uf,ins
kj }. (20)

Because every cooperating forwarder guarantees the same minimum required rate for a source,

the myopic source side selection policy would randomly picka forwarder to follow, if there is

any. Note withoutBE, MS induces no cooperation.

2) Altruistic Strategy:The altruistic strategy (AS), as suggested by its name, represents a very

generous type of cooperation strategy. AssumingBE is still employed, an altruistic forwarder

j will cooperate with a sourcei as long as the request is supportable (see (9)) by putting it

on a candidate list. If the candidate source list is not empty, j would exercise the altruistic

forwarder side selection policy by randomly picking one to cooperate with. The altruistic source

side selection policy would be to pick the forwarder that would benefit most from cooperation,

i.e., using equation (19). Note withoutBE, AShas no effect on network throughput improvement,

but it does reduce the outage probability of nodes at the price that some forwarders’ average

data rates will also be reduced, due to its over generosity.

IV. D ISTRIBUTED ALGORITHM DESIGN FORBE

Pairwise bargaining requires a certain amount of message exchange between the source nodes

and the forwarder nodes. In addition to sending the updated estimates back to the source nodes,
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the forwarder needs to send an acknowledgement to the sourcethat it decides to cooperate with.

Similarly, a source node receiving an acknowledgement of cooperation will make a decision

whether to accept the offer and sends an acknowledgement back to the forwarder before it

proceeds to data transmission. In this section, we will present distributed algorithms ofBE with

NBSas well asMS andAS. There is a critical issue that needs to be addressed before we give

the algorithm ofBE with NBS, i.e., estimation of all the necessary parameters for solving the

problem in (16).

A. Parameter Estimation

To solve equation (16), a node needs to know a few parameters includingPij, Pji, uf
ij anduf

ji,

through estimation. In particular, a forwarder needs theseparameters to calculate its decision.

Thus these parameters are estimated at the forwarder side and are communicated to the source

side by message exchange. ForBE with NBS, larger network overhead is incurred for this

purpose compared toMS and AS. Rmin
i and Rmin

j are prescribed parameters, which can be

exchanged through messages once and for all. This is common to both theNBS based and

heuristic algorithms.

Because we assume channel statistics remain unchanged and channel realizations independent

across slots, the best estimates ofPij and uf
ij are obtained by taking the sample means. For

example, a new estimate ofuf
ij is obtained fromuf, ins

ij every time j receives a supportable

request fromi. The estimate is given bŷuf
ij(T ) = (

∑T
t=1

uf, ins
ij (t))/T , wheret = 1, 2, . . . , T is

the index of requests fromi to j. However, to enable the estimator to track the slow variation

of a nonstationary channel, the estimator needs to rely moreon recent observations. This is

possibly achieved by using a low pass filterℎu(z) = �/(1 − (1 − �)z−1), where� > 0 is a

small forgetting factor. The estimate is hence given byûf
ij(t) = ℎu(u

f,ins
ij (t)).

The estimation ofPij , the probability that nodej receives a supportable request from node

i, is based on counting the number of slots between two such requests. This idea is shown in

Fig. 5. LetFij(s) be the number of slots between(s− 1)th andsth supportable requests from

i to j, then 1/Fij(s) is an unbiased estimate ofPij . The maximum likelihood (ML) estimate

of Pij from s such observations is given bŷPij = s/
∑s

k=1
Fij(k). Like the estimation ofuf

ij,

to cope with nonstationary channels, a low pass filter is preferred for practical application, i.e.,

P̂ij = 1/ℎP (Fij(s)).
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B. Distributed Algorithm forN-Node Pairwise Bargaining

In this subsection we will give the algorithms forBE with NBS. At the beginning of each slot,

if a node’s direct link is under outage, it automatically becomes a potential source and executes

the source side algorithm; otherwise it becomes a potentialforwarder and executes the forwarder

side algorithm. All nodes register the variables they calculate or receive from other nodes through

messages across slots. We assumei represents a general source andj a general forwarder and

give the distributed algorithms for both source and forwarder sides in terms ofi andj. We useℎ

to denote the filters used in parameter estimation at variousplaces of the algorithm. In practice,

these filters can be (and should be) different to suit their respective purposes.

Alg. 1 Algorithm for a Source Nodei (BE with NBS)

Require: Rmin
i , Wi, P t

i are known by neighbors

1: for all j ∕= i do

2: Fji = Fji + 1

3: end for

4: ℒs = ∅, broadcast the list{Pli, u
f
li}l∈N∖{i}

5: repeat

6: if an acknowledgement fromk contains “YES”then

7: ℒs = ℒs ∪ {k}, storeΔWik

8: end if

9: storePik, uf
ik

10: until no more acknowledgements from forwarders

11: Pick j ∈ ℒs by (19) to acknowledge

C. Distributed Algorithms Based on Simple Heuristics

The distributed algorithms for the source and forwarder nodes based onMS andASstrategies

differ from that ofBE with NBSin terms of the selection policies employed (see section III-D)

and how a forwarder decides which source node to put in the candidate source list and vice

versa.
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Alg. 2 Algorithm for a Forwarder Nodej (BE with NBS)
1: ℒf = ∅

2: repeat

3: receives a request from nodei, measure�ij

4: calculateΔWij by (7)

5: if ΔWij ≥ 0 then

6: calculateuf,ins
ij from (8) and (10)

7: if Rins
j0 + uf,ins

ij ≥ Rmin
j then

8: Pij = 1/ℎP (Fij), uf
ij = ℎu(u

f,ins
ij )

9: calculateP c
ij by (18)

10: generate a Bernoulli r.v.X with Prob(X = 1) = P c
ij

11: if X == 1 then

12: ℒf = ℒf ∪ {i}

13: else

14: send “NO”,Pij , uf
ij to i

15: end if

16: end if

17: end if

18: until no more incoming request

19: pick k ∈ ℒf randomly, send “YES”,ΔWkj, Pkj, uf
kj to k

20: for all k′ ∈ ℒf ∖ {k} do

21: sendPk′j , uf
k′j to k′

22: end for

V. NUMERICAL RESULTS

A. Simulation model

Our mechanism is applicable to any multihop network, infrastructured or ad hoc, in a licensed

or unlicensed band. For the purpose of illustration, we consider an OFDMA like transmission

scheme with parameters much like the one used in mobile WiMAX. The presence of orthogonal

subcarriers in an OFDMA system provides a natural platform for implementingBE by exchanging
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orthogonal frequency bands.

We simulate a slotted system using parameters that are typical to mobile WiMAX. Each node

is pre-assigned 20 dBm fixed transmit power [22] [23] and 500 kHz transmission bandwidth

corresponding to 50 subcarriers at 10 kHz spacing. When a node delegates bandwidth, it transfers

a number of the subcarriers to a forwarder. Since nodes in ournetwork use mutually orthogonal

portions of frequency, we model the instantaneous capacityof link ij using its information-

theoretic rate

Rins
ij (W, �ij) = W log

2

(

1 +
�ijP

t
i

W

)

, i, j = 0, 1, . . . , N. (21)

Links are under independent Rayleigh fading and the link gain in each slot is an independent

realization of a Rayleigh random variable. Equivalently, this implies that�ij is exponentially

distributed

p(�ij) =
1

�̄ij
exp

(

−
�ij
�̄ij

)

(22)

where the statistical mean̄�ij is given by the path loss model

�̄ij = �d−3, (� = 6× 106 MHz ⋅m3/mW). (23)

The above simulation model implicitly assumes that the average rate of a transmission is one

that is obtained when all the subcarriers used undergo identical fading. This is done for the

simplicity of illustration but the idea ofBE and its applicability to frequency selective OFDMA

systems is still valid. The pairwiseNBSwith BE in (16), as well asMSandAS, are implemented

for the above channel model. For each simulation we present below, the minimum required rate

for every node is 700 kbps unless otherwise specified. We simulate for sufficiently many slots

to assess the average performance.

B. A Three-Node Example

We first present a three-node example to show the power ofBE with NBS in improving

coverage and rate. Suppose node 1 is fixed at (-450 m, 0) and node 2 at (450 m, 0). Node

3 is allowed to vary its location in a 2000×2000 m2 region as shown in Fig. 6. The dotted

line delineates the area in which the outage probability fornode 3 is less than 10% without

cooperation. The solid line delineates the area with improved coverage achieved when using
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BE with NBS for the same level of outage. The dashed line delineates a comparable coverage

area without cooperation. However, the minimum required rate is now lowered to 300 kbps to

generate an identical level of outage. This simple illustration indicates thatBE can be used to

either increase coverage, or increase supported rate.

C. Comparative Evaluation of Cooperative Forwarding Strategies

In this section, we present a comparative evaluation ofBE/NBSwith MSandAS. As mentioned

earlier, we simulate a slotted system that uses parameters typical to Mobile WiMAX. We consider

up to 20 nodes randomly placed in a cell with a radius of 1000 m.Our results are obtained by

averaging over multiple time slots and location instantiations of mobiles. We look at the metrics

of average rate gain, spectrum efficiency and fairness as a function of the number of nodes in

the system and present the corresponding results. In the end, we will present simulation results

on power savings.

1) Average Rate Gain:Fig. 7 shows the average rate gain over the rate achieved under no

cooperation at all. No matter which algorithm is used, the average rate gain is an increasing

function of the number of nodes in the system, illustrating the benefits of user cooperation

diversity.ASexhibits the best performance thanks to its generous nature, though nodes close to

theAP that serve as the forwarders can suffer a substantial loss intheir own rates.NBSperforms

nearly as good asAS while being fair. These observations will be discussed further when we

address fairness.NBSalso performs better thanMS, which represents a very stingy cooperation

strategy compared toAS. Because nodes are randomly placed in the cell, as the numberof

nodes increases, eventually any source is almost certain toget cooperation from some forwarder.

Therefore all the curves tend to saturate when more nodes areplaced in the cell.

2) Spectrum Efficiency:Fig. 8 shows the spectrum efficiency per node averaged over the

number of nodes to illustrate the effect of user cooperationdiversity. Note that in our model,

nodes are employing orthogonal subcarriers and hence do notinterfere each other. However, the

spectrum efficiency per node increases with the number of nodes. The absence of cooperation

diversity, i.e., noncoopeartion, performs well below the three cooperative strategies. In this

example, when the number of nodes is large,NBSperforms nearly as well asAS again.

3) Fairness: The NBSdoes not take average rate gain or spectrum efficiency as an explicit

optimization objective. Rather, it provides a proportionally fair rate allocation under certain
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constraints, i.e., it tries to maximize the product of rate gains, or equivalently, the geometric

mean of rate gains. As a suboptimal solution, the pairwise bargaining strategy does not solve

this problem precisely, but a comparison with other strategies in terms of this particular objective

would be meaningful. Moreover, the geometric mean of rate gains can be regarded a measure

of the average amount of individual incentive that a node hasfor cooperation no matter what

strategy it takes. Letℐ denote the geometric mean given as

ℐ =

(

N
∏

i=1

max(ui, 0)

)1/N

. (24)

Technically,ℐ is the geometric mean only ifui > 0 for all i. Otherwiseℐ = 0, indicating some

nodes receive negative rate gains. In this case, cooperation in fact can not occur because nodes

suffering negative rate gains can make a unilateral decision and quit the cooperative system to

maintain a rate gain of at least zero. Fig. 9 showsℐ as a function of the number of nodes. We

observe thatNBSperforms better thanASalmost always by 10 kbps, which in turn is better than

MS by 20 kbps. These numbers can be read as the difference of individual amount of incentive

achieved with different strategies. Note thatAS due to its over generous nature is inherently

unfair. In fact, our experiments reveal that in roughly 10% of simulation trials, one or more

nodes experience negative rate gains. This number increases to 60% if the minimum required

rate for each node is 900 kbps.

4) Power Savings:As pointed out at the beginning of the paper, cooperative forwarding

improves coverage. The improvement can also be achieved by the traditional noncooperative

means at much larger transmit power. In other words,BE based forwarding can be thought of as

providing significant transmit power savings for the same level of coverage (outage) experienced

by a noncooperative scheme. Fig. 10 shows the power savings of NBS and MS compared to

noncooperation, to achieve an average outage probability of 0.1 in various scenarios. Each

scenario is parameterized with different number of nodes and minimum required rates. Because

the cooperative strategy described byAS is not achievable due to its unfairness as discussed

previously, it is not included in the comparison. For the chosen scenarios, the minimum power

saving is shown to be at least 3 dB forNBS and 2 dB forMS. As the number of the nodes

increases, the user cooperation diversity gain increases and therefore the power savings increase

to as large as 6 dB forNBSand 4 dB forMS.
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VI. CONCLUSION AND DISCUSSIONS

In this paper we discussed a cooperative forwarding incentive mechanism called Bandwidth

Exchange where nodes forward data in exchange for bandwidththat is delegated by source

nodes. Compared to other incentive mechanisms that are often based on abstract notions of

credit and shared understanding of worth, such simple bandwidth delegation provides a more

tangible and immediate incentive mechanism. Specifically,we considered aN-node wireless

network and used a Nash Bargaining Solution to study the benefits of BE in terms of rate and

coverage gains. We also proposed two heuristic algorithms based on simple probabilistic rules

for forwarding: (1) the Myopic Strategy which admits cooperation only if it incurs a positive

rate gain for the forwarder and (2) the Altruistic Strategy which admits cooperation whenever

it is supportable. Our results indicated thatNBS, MS and AS all provided improvements in

coverage and rate. Further, theNBS also assured that the rate allocations were proportionally

fair. Our results also indicated that wireless networks implementingBE with NBSor MS receive

significant transmit power savings compared to traditionalnoncooperative networks. Due to its

over generous nature,ASexhibits the best performance under certain criteria, butNBSperforms

closely without sacrificing as much fairness.

The advent of cognitive radios with the ability to flexibly change their carrier frequency as well

as their transmission bandwidth makes theBE-based incentive mechanism particularly attractive.

Further, the use of OFDMA based access, such as the one used inMobile WiMAX, allows

for the flexible exchange of frequency bands among the nodes.BE may also be applied to the

uplink of LTE though some measure has to be taken to maintain adesirable PAPR (peak-average

power ratio) when subcarriers are redistributed among nodes. One should note that we have only

addressed the savings in transmit power here. The possible increase in computing/processing

power incurred in cooperative forwarding has been ignored and is an interesting avenue for

future study.

APPENDIX

PROOF OFEQUATION (18)

The feasible regionC (see Fig. 4) is the convex hull of pointsD,E, F,O representing the

payoff profiles of nodej and i achieved with pure strategy profiles⟨n, c⟩, ⟨c, c⟩, ⟨c, n⟩ and

⟨n, n⟩ respectively. We will prove (18) by exploring the geometricproperties ofC. As pointed
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out in [21], the Nash bargaining solutionS is a point on the pareto frontier ofC in the first

quadrant such that the horizontal image ofOS is a subgradient ofC at S. This impliesS is

either on segmentDE or segmentEF , and a necessary condition for the subgradient is that it

has a negative derivative. We begin with three propositionswhich help us classify the possible

configurations of the pointsD,E, F,O (e.g., in which quadrants these points reside).

Proposition 1: ODEF is a parallelogram.

Proof: This is true because

−−→
DE =

−−→
OE −

−−→
OD = (PjiR

min
j +Piju

f
ij, PijR

min
i +Pjiu

f
ji)− (PjiR

min
j , Pjiu

f
ji)

= (Piju
f
ij, PijR

min
i ) =

−→
OF. (25)

Proposition 2: If uf
ij < 0 or uf

ji < 0, thenO → D → E → F → O goes counterclockwise.

Proof: The cross product of
−−→
OD and

−→
OF is perpendicular to thex − y plane, i.e., along

the z direction, and is given as

−−→
OD ×

−→
OF = (PjiR

min
j , Pjiu

f
ji, 0)× (Piju

f
ij, PijR

min
i , 0)

= (0, 0, PijPji(R
min
i Rmin

j − uf
iju

f
ji)), (26)

where we use the triple to denote the magnitudes in thex, y, z directions. Ifuf
ij ≥ 0 > uf

ji or

uf
ji ≥ 0 > uf

ij, then

Rmin
i Rmin

j − uf
iju

f
ji > 0. (27)

If uf
ij < 0 anduf

ji < 0, we still have (27). In fact, ifi is the source andj is the forwarder, then

C ins
j (Wj+ΔWij , �j0) > C ins

j (Wj, �j0) as we assume capacity increases with available bandwidth.

By (8) and (10),

uins
ij > Rins

j − C ins
j (Wj +ΔWij , �j0) = −Rmin

i . (28)

Taking the average, we getRmin
i > −uf

ij > 0. Similarly Rmin
j > −uf

ji > 0. Therefore (27) holds,

which implies the angle starting from
−−→
OD, going counterclockwise to

−→
OF , is between 0 and�,

i.e., O → D → E → F → O is counterclockwise.

Proposition 3: If uf
ij ≥ 0, thenS is onEF andP c

ij = 1.
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Proof: Under the assumption,E pareto dominatesD, so S is not onOD, DE or OF .

ThereforeS is on EF as the result of mixing strategy profiles⟨c, c⟩ and ⟨c, n⟩, which means

the NBSstrategy forj is to always cooperate, i.e.,P c
ij = 1.

Next consider the case whenS coincides withD.

Proposition 4: S = D if and only if

tanD > ∣ tanF ∣. (29)

Proof: (29) is necessary:

If D = S, D is in the first quadrant, i.e.,uf
ji ≥ 0, so we must haveuf

ij < 0 by Proposition 3, i.e.,

F is in the second quadrant. In this case, forS = D, we must havetanD > − tanF = ∣ tanF ∣.

(29) is sufficient:

If uf
ij ≥ 0, F is in the first quadrant. Since (29) holds,D is also in the first quadrant, i.e.,

uf
ji ≥ 0, which leads to contradiction by Proposition 3. Ifuf

ji < 0, D is in the fourth quadrant

and (29) is not possible. But whenuf
ji ≥ 0 > uf

ij, D is in the first quadrant andF in the second

quadrant. (29) impliestanD > − tanF which in turn impliesS = D.

The above proves that when (29) holds,S = D andP c
ij = 0 as in (18a). We also consider

the sufficient and necessary condition forS to lie in the interior of segmentDE (i.e., S lies on

DE but does not coincide withD or E), which corresponds to the case0 < P c
ij < 1 as a result

of mixing the strategy profiles⟨n, c⟩ and ⟨c, c⟩.

Proposition 5: S is in the interior ofDE if and only if

∣ tanE∣ > ∣ tanF ∣ > ∣ tanD∣. (30)

Proof: (30) is necessary:

When S ∈ DE but S ∕= D or E, the subgradient atS coincides withDE whose slope is

tanF . In this case, with Proposition 3, we must haveuf
ij < 0.

If uf
ji ≥ 0 > uf

ij, D is in the first quadrant andF in the second quadrant. IfE is in the first

quadrant, forS( ∕= D or E) to be on segmentDE, we must havetanE > − tanF > tanD. If

E is in the second quadrant, we must have− tanF > tanD. Also, asE, F are in the second

quadrant, Proposition 2 implies− tanE > − tanF . In either case we have (30).

If uf
ij < 0 anduf

ji < 0, D is in the fourth quadrant andF is in the second quadrant. Proposition

2 implies∣ tanF ∣ > ∣ tanD∣. If E is in the first quadrant, forS to lie in the interior ofDE, we
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must havetanE > − tanF . If E is in the second quadrant, we must have− tanE > − tanF .

Both cases imply∣ tanE∣ > ∣ tanF ∣. Thus we again have (30).

(30) is sufficient:

When (30) holds, it is not possible thatuf
ij > 0 and uf

ji > 0. Because in this caseD,E, F

are all in the first quadrant and, as
−−→
OE =

−−→
OD +

−→
OF , we must have

tanE = ∣ tanE∣ ≤ max(tanF = ∣ tanF ∣, tanD = ∣ tanD∣), (31)

a contradiction to (30). It is not possible thatuf
ij ≥ 0 > uf

ji (i.e., F is in the first quadrant and

D in the fourth quadrant), because ifE is in the first quadrant, we have∣ tanF ∣ = tanF ≥

tanE = ∣ tanE∣ by Proposition 2, and ifE is in the fourth quadrant,∣ tanD∣ > ∣ tanE∣.

If uf
ji ≥ 0 > uf

ij, by checking out in which quadrant pointD,E, F can reside, (30) implies

tanE > − tanF > tanD, if tanE > 0,

− tanF > tanD, if tanE < 0.
(32)

Both inequalities imply thatS is on segmentDE.

If uf
ij < 0, uf

ji < 0, by checking out in which quadrant pointD,E, F can reside, (30) implies

tanE > − tanF, if tanE > 0,

− tanE > − tanF, if tanE < 0.
(33)

Both inequalities imply thatS is in the interior ofDE.

The above proves that when (30) holds,S is in the interior ofDE, so we have

−→
OS = P c

ij ⋅
−−→
OE + (1− P c

ij) ⋅
−−→
OD. (34)

Further, sinceODEF is a parallelogram and the horizontal image ofOS is a subgradient ofC

at S, it follows that tanS = − tanF . Using this condition in (34) results in

P c
ij = −

Pji

2Pij

(

Rmin
j

uf
ij

+
uf
ji

Rmin
i

)

. (35)

WhenS ∕= D andS is not in the interior ofDE, it follows P c
ij = 1 as in (18c).
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Fig. 1. Bandwidth exchange enhances rates for both nodes simultaneously withd1 = 400 m, d2 = 150 m, d12 = 300 m,

� = 6× 106 MHz ⋅m3/mW.
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Fig. 2. When the direct link is under outage, nodei tries to incent forwarding by delegatingΔWij to nodej.
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(uf
ij, R

min
i ) (Rmin

j , uf
ji)(0, 0) (0, 0)

j helpsi? i helpsj?

cc nn

Fig. 3. Extensive form of the two-node stage game.

TABLE I
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min
j +Piju

f
ij , PijR

min
i +Pjiu
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ji) (Piju
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ij , PijR

min
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n (PjiR
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Fig. 4. Feasible region andNBSon the pareto frontier.
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Fig. 5. EstimatingPij by counting the number of slots between two supportable requests from nodei to nodej.

Fig. 6. Improvement in coverage and rate in a 2000×2000 m2 region.
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Fig. 7. Average rate gain in a cell consisting of varied number of nodes, minimum required rate = 700 kbps.

Fig. 8. Spectrum efficiency per node, minimum required rate =700 kbps.
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Fig. 9. Geometric mean of rate gains as a measure of fairness,minimum required rate = 700 kbps.

Fig. 10. Power savings ofNBSandMS compared to noncooperation, to achieve an outage probability of 0.1. Horizontal axis

shows various scenarios with different number of nodes and minimum required rates.
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