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Abstract

Cooperative forwarding in wireless networks has shown ®ldyrate and diversity gains, but it
incurs energy costs borne by the cooperating nodes. In #perwe consider an incentive mechanism
called Bandwidth ExchangedBE) where the nodes flexibly exchange the transmission bardveaisl a
means of providing incentive for forwarding data, withoatrieasing either the total bandwidth required
or the total transmit power. The advent of cognitive radiod eulticarrier systems such as Orthogonal
Frequency Division Multiple Access (OFDMA) with the abylito flexibly delegate and employ a number
of subcarriers makes this approach particularly appeargpared to other incentive mechanisms that
are often based on abstract notions of credit and sharedstadding of worth. We consider/&-node
wireless network over a fading channel and use a Nash Banga8olution NBS mechanism to study
the benefits oBE in terms of rate and coverage gains. We also propose twodtieuagorithms based
on simple probabilistic rules for forwarding and study thadeoffs in terms of performance among
these approaches. Our results reveal that bandwidth egehasmsed forwarding can provide transmit

power savings in OFDMA networks of at least 3dB compared tocooperation.
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I. INTRODUCTION

Cooperative forwarding is an essential technique to erdnaonanectivity and throughput for
wireless networks. However, forwarding always incurs smoé of cost — a real cost like
power, and/or an opportunity cost like delay. Recent worflihhas shown that even in the
absence of such costs, cooperation among nodes in a wimdéssrk is not guaranteed and
may require incentives. Current studies on cooperativwdating mechanisms largely fall into
four categories: reputation based mechanisms|[2]-[6Hickeased incentives [7] [8], network
assisted pricing mechanismis [9], [10] and mechanisms basddrwarding games [11]-[14].
These prior techniques often mimic the operation of a cormpleonomy and their efficient
operation requires such enablers as a stable currencytearsg$ credit or a shared understanding
of what things are worth. In real economies, these enableraehieved over long periods of
time, and even with experience, the overall functioninguwfrseconomies is difficult to predict,
a lesson we have learned frequently and with some pain. Tl coatribution of this paper is
to circumvent some of these difficulties by exploring theeimive induced from exchanging a
fraction of individually preassigned bandwidth among redeferred to as Bandwidth Exchange
(BE). Specifically, whenever a node asks another node for catiperforwarding, it delegates a
portion of its frequency resource to the forwarder as imm@edtompensation for the forwarder’s
loss.

Compensation with bandwidth is advantageous over poweectdly when the bandwidth
available to each node is relatively scarce. This propdsty make$BE a notable incentive mech-
anism for forwarding. Consider Shannon’s canonical chioapacity formula for an AWGN

channel with a noise power spectral density)\gf/2

Pt
C = Wlog, <1+NO—W) . (2)

It is clear thatC' is only logarithmically dependent on transmit powef, but nearly linearly
dependent on bandwidil, especially wheiV is relatively small. The largest partial derivatives
with respect to these variables are given as
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Equation[(2) suggests that incentivising forwarding witldidonal bandwidth seems more promis-

ing than using additional transmit power. However, one magstjon whether it is really



beneficial to reallocate bandwidth, since, after all, whee @ode acquires some bandwidth,

the other node loses the same amount of bandwidth. Furtheéheabandwidth increases,

Pt
lim C =
Woso Nylog?2’
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suggesting that the marginal increase in capacity satirAtsimple example can be constructed
to show that this is not a problem whé# is small. Consider the two-node network shown in
Fig. . Suppose each node has a nonoverlapping bandwidth=(1, = 20 MHz) and fixed
transmit power P} = P} = 20 dBm). Also suppose that the channels between the access poin
(AP) and the nodes as well as the channels between the nodestamaided by distance-based
path loss, i.e., the rate achieved on a link is an explicicham of the bandwidtil” and link

gain p, which is parameterized by its fixed transmit pow&r We assume this function is given

by
Pt
C = C(W, p) = Wlog, (1 + ”W) &)

where p = kd~3 with d being the distance and being a proportionality constant that also
captures the noise power spectral dengy/2. For the specific geometry shown in Fig. 1, it
follows that if both nodes only use direct links for transsnis, node 1 achieves a transmission
rate of R{" = 11 Mbps, while node 2 achieveRJ" = 66 Mbps. However, if node 1 chooses to
use node 2 as a forwarder and delegates a fraatiohits bandwidth to node 2, then the rates

achieved through cooperation are given as
R = min{C,((1 — 2)W1, p1a), Co(Wy + xW1, pao) — RI'Y, )
RSOOP = CQ(WQ + IL‘Wl, dg) — RiOOp, (6)

where the functions”;, C, are as defined in{4) and we have assumed that node 2 requires
its own rate to be at leaskS" or better. As shown in the figure, we observe that there is a
range of values oft for which both nodes’ rates are improved. While we have nabég the
power of BE via this simple example, in the rest of the paper our focusvélon studying the
incentive mechanism in av-node network over fading channels. Moreover, recent ath&n

in cognitive radio and multicarrier systems such as OFDMA] [firovide a way to naturally
implement this incentive mechanism. In particular, the @#Dtechnology currently employed

in Mobile WIMAX [L16] and LTE [17] allow nodes to flexibly acqre and relinquish a number

of the subcarriers, making this mechanism a possible catelidr implementation.



II. SYSTEM MODEL AND BANDWIDTH EXCHANGE

ConsiderN nodes (labeled, 2, ..., N) transmitting to an access poiraR, labeled as node
0). Each node either transmits through the direct link or asthone forwarder, as shown in Fig.
[2. Nodes have designated nonoverlapping bandwidthgixed transmit powe! and minimum
required ratesk™". In what follows, subscripij always implies the direction from to j. If
such a subscript is used in a transmission scheme, it is stoder that; is the source ang is
the forwarder (or théAP if j = 0). We assume a fading channel model where the transmission
is slotted. The channel gajn; (= p;;) in each slot is considered static and is the realization of
an i.i.d. random variable.

Let CI"S(1V, p) denote the instantaneous capacity of some link origindtiogy nodei in a
slot, given node’s available bandwidtii’” and the instantaneous link gginLet R denote the
instantaneous rate of nodé@ a slot and we assume that it is equalt8> (1, p). At the beginning
of every slot, node first attempts to transmit directly to th&P, i.e., R"S = C"S(WW;, pio). If
the direct linki0 is under outage, i.eG"(W;, pip) < RM", it broadcasts a cooperation request
to its neighbors, one of which could help forward natedata toAP, by means oBE. In the
course of cooperation between a source noded a forwarder, node: delegates its available
bandwidth up tolV; as dictated byBE to nodej, which forwards its own data as well as the
data from node to the AP with the increased bandwidth available to it. We assumeetier
no flow splitting and every forwarder serves at most one sufc cannot find a neighbor to
provide such cooperation,stays under outage for the slot.

The basic idea of cooperation throu@k is the source delegating as much of its frequency
resource as possible to the forwarder in exchange for catperthat guarantees the source’s
minimum required rate. Therefore, when nogléorwards for node; throughBE, node: can
withhold W; — AW;; and delegate\IV;; to node; such that

R = RI™ = CIS(W,; — AWy, piy). (7)

sincei only seeks to maintain a connection rate/tjf" to the AP. In the mean time, in addition
to guaranteeing?™" for nodei, node; uses the remaining capacity achieved with increased
bandwidthiW; + AW;; for its own data,

lens = Cji'ns(Wj + AWZ‘J', ij) — R;nin. (8)



This procedure is illustrated in Figl 2.

Should cooperation occur between souread forwarder;j, equations[{[7) and (8) define how
BE works in this particular setting. Note that they also ddszthe relationship of the rates and
delegated bandwidtihIV;; to the link gainp;;. However, we say the request from nodis not

supportableat its neighbor; if either
(Wi, pij) < RM™ or  RJ® < RI™. 9)

The first condition implies the linkj is so bad that there is no way nodean send at rate
R™M" to nodej. The second condition implies that cooperation with nadeill effectively
put node; under outage, which includes as a special case that patkelf is looking for
cooperation. In either case, nodevill definitely refuse to provide cooperative forwarding. &
practical implementation, however, the bandwidth can dytransferred as an integral multiple
of certain granularity. This requirement has a nice cowadpnce to the subcarriers used in a
multicarrier system. Exchanging bandwidth is realized kghanging subcarriers individually
owned by or assigned to the nodes. One way to achieve this apgooximateAW;; with a
number of subcarriers. When the subcarrier spacing is smhblith is often the case since this

is one of the design objectives of a multicarrier system,rthend-off errors will be negligible.

I1l. BE-BASED FORWARDING IN FADING CHANNELS

In a fading environment, the role of a node as a forwarder arcgocan change from slot
to slot. Therefore the decision made in a slot should takectimsequences it entails in future
slots into consideration. This situation is better modedgth an infinitely repeated game [18]
[19] with each slot corresponding to a stage game. If nodeder outage in a slot requests for
cooperation from a potential forwardg¢rthroughBE, j has to choose a decision from a binary
strategy space, i.e., to cooperate or not. We say nodédl make atrivial decisionto simply
reject cooperation if the request is not supportable. @tiser node; will choose to cooperate
with a probability as will be discussed shortly.

The utility functionu‘;1S of a stage game for an arbitrary noflecalled instantaneouate gain
is defined to be the rate increase achieved in that slot ca@dpgamoncooperation. Instantaneous

rate gain is closely related to the strategy a node takesutte: successfully secures cooperation



from forwarderj, then we have
uf® = Ri® — OF(Wj, pjo), ui®=RI™, (10)

whereR‘jnS is calculated from equation](8). If a nodés not involved in any cooperation either
as a source or a forwarder, theifs = 0. There are two cases in which a nodidas zero
instantaneous rate gain:
1) as a potential source, node request turns out to be unsupportable at every neighbor;
2) as a potential forwarder, nodedoes not receive any supportable request.
If either case is true, we say this stage game (i.e., thi3 &dtivial to nodei. We model the
utility function of the repeated game for an arbitrary ngdas the averageate gain From the

previous discussion, the average rate gain for nodegiven b

E[uM] = (1 — P™2) E[u"|nontrivial stage ganje (11)

)

Once the probability distribution function of link gainseaknown, we can calculate the prob-
ability P with which a stage game becomes trivial for naddherefore we only need to
focus on nontrivial stage games and disregard those stagesgthat are trivial ta. In other
words, for node; we only consider those stage games in which eithisra source and sends
a supportable request to some ngdeor i is a potential forwarder and receives at least one
supportable request from some source node. As a consequaticer than the average rate
gain, we define the utility function of the repeated game fodev. as the average rate gain

conditioned on a nontrivial stage game, i.e.,
u; = E[u™|nontrivial stage ganje (12)

Note in this definitionu; is not only dependent on channel statistics, but also on tiia¢egy
node: takes in deciding whether to forward for other nodes.

A. The Two-Nod&IBS Revisited

Our incentive design in &-node network is based on the two-nddBSwith BE, for which
this section provides a brief summary, the details of whiaeh be found in[[19]. A similar

NBSbased cooperation strategy for a two-node network wasdassmissed in [20]. Suppose we

In this article, expectations are all taken over the randioi gains across slots.



have a two-node network consisting of nadand node;j. As discussed before, we overlook the
nontrivial stage game for node or equivalently, the nontrivial stage game for ngdsince we
only have two nodes. In any given nontrivial stage game, wittbability ;; node: sends a
request to nodg for cooperation and with probabiliti;; = 1—P;; the request goes the other way
around. If node;j forwards data for node, we useuf,™ andu;™ to denote the instantaneous
rate gain of the forwarder nodg¢ and the source nodg respectively. Correspondingly, their
averages are denoted afg and ;. It follows from (10) and [(IR) that

ul, = E[RI® — C'(W;, pjo)Inontrivial stage game u, = R™. (13)

An extensive form of the nontrivial part of the repeated gasnghown in Fig[B. Note when the
potential forwarder eventually chooses not to cooperéie,alverage rate gains for both nodes
are zero while in case of cooperation the forwarder’s exguecate can be lower than that of
noncooperation if its average rate gain is negative.

The normal form of the game, as shown in Table I, consists of &irategy profiles and
their associated payoff profiles. These strategy profiles = denoted byn, c), (c,c), (c,n)
and (n,n), where (n,c) (abbreviation for(noncooperatiorcooperatioi) means nodg would
choose not to forward for if i requests its cooperation whifewould choose to forward foy
if j requests its cooperation. Similar interpretations applytiie other strategy profiles. Based
on the chosen strategies; and v, defined in [(IR) form a plane, on which we let the points
D, E, F,0O denote the payoff profiles associated with the strategy Ipsofn, c), (c,c), (c,n)
and (n, n), respectively. Coordinates of these points are calculbjetbllowing different paths
on the extensive form conditioned with probabiliti€s and P;;. For example, the coordinates

of D are given as
D = P;-(0,0)+ Py - (R™, ;) = (P R™, Pjiul,). (14)
Coordinates off, F', O are calculated similarly and are given as

E = (P;R™ + Pyul;, P;R™ + Pjuly), F = (Pyul,, Py;R™), O=(0,0.  (15)

ij i
The convex hullC of the four points is a parallelogram (see Appendix) and ésfiime feasible
region of payoff profiles as shown in Fig. 4. Each pdint, v;) € C represents a set of payoff
profiles achievable by mixingn,c), (c,c), (c,n) and (n,n) with corresponding probabilities
A1, Aoy Az, Ag.



TheNBSis a pointS = (u;,u;) € C such that the proportional fairness metric is maximized,

L 1
A1 7{\121%\}3(7/\4 Uity ( 6)
S.t. Uj — AlpjiR;nin —|— )\Q(PJZRTIH‘FPZ]U;]) + )\3Pijugj + )\4 ‘ O,

i = M Pyl + Ao (P R Pyuy) + As Py RIM™ + 4 - 0,
)\1+)\2+)\3—|—)\4:1, )\ZZO, i:1,2,3,4.

Once the optimal mixing probabilities; are obtained, the cooperation probability of node

j when it receives a supportable request from nodegiven by

P = Prolyj takes strategy)c
= Prol((j,7) take (c,c)) + Prok((7,4) take (c,n)) = Ay + As. (17)

For P}, with similar definition, we have’;; = A; + Aa.

For the two-nodeNBS a geometric interpertation exists [19] [21] for the sabutiof (186).
The solution is given byS in Fig.[4 where the slope of the line segmént is the negative
slope of the subgradient @f at S. Use subscript: andy to denote the horizontal and vertical
coordinates of a point, s® = (D,,D,), E = (E,, E,), F = (F,, F,). Definetan D = D, /D,
and definetan £/, tan F similarly. Then, we can derive the cooperation probabikfy explicitly
(see Appendix)

0, tan D > |tan F|, (18a)
P.. Rmin uf”
Pj={ —52 <uff +R,g;n>, |tan E| > [ tan F| > [ tan D), (18b)
tj ij i
1, otherwise. (18c)

The formula for Pj; is symmetric with subscripts transposed.

B. Pairwise N-Node Bargaining

It is practically infeasible to formulate th&-node NBSif N is large, simply because the
strategy space for each node grows exponentially as theenwhbhodes in the network increases.
This prompts us to look for suboptimal solutions with muciéo complexity. One such solution
is based on restricting cooperation to two-hop forwardiBmce we also required that one

forwarder for one source and no flow splitting, eventuallpmeration happens only between



disjoint pairs of nodes, each pair consisting of a source arfdrwarder. It is then natural
to approximate theV-node bargaining with a series of two-node bargainings as/ete in
which we call the pairwise N-node bargainingor simply pairwise bargaining Pairwise
bargaining achieves huge reduction in complexity by igmpiihe interaction between different
pairs - with pairwise bargaining, a node considers itsetlarnoutage if the direct link is out,

but in fact it is under outage only if it does not successfgigure any cooperation either.

C. Selection Policies

Pairwise bargaining in & -node network implies that each forwarder may have to séleot
one of many sources to cooperate with. Similarly each sonrag have to select from one of
many forwarders. As a result, we must address how a forwatdErmines which request to
be granted and how a source determines which cooperatingfoer to follow. Both issues are
called selection policies

To be more specific, in pairwise bargainifgj calculated from equatiori (118) should not be
taken directly as the probability that forwardgoffers cooperation to sourdesince: could be
simply one of the supportable sources for which a coopearatiobability is calculated using the
two-nodeNBSsolution. Instead, all such sources are put in a candidsité jiwith an individual
probability of .. After £, is compiled, the forwarder side selection policy is invokedpick
a source to really cooperate with. Because each candiddtarmandependent bargaining with
node; and was put irC; according to the cooperation probability calculated fréva bargaining
solution in [18), we require that nodepick one of them randomly to ensure fairness.

On the other hand, the source also compiles adisof candidate forwarders from which
a particular forwarder is picked by the source side selagtiolicy if £, is not empty. Since
we seek a proportionally fair strategy profile in {16), thairee side selection policy seeks
to maximize the product of instantaneous source-forwarder gains. A source nodewould

have no “disincentive” for this choice because with any @vapng forwarderj, i always has
s, ins
ij

forwarder; with the maximum instantaneous rate gain frd i.e.,

u = RM" a fixed value. Consequently, the selection policy turns toube picking the

j= arg max{u "™} (19)



D. Simple Heuristic Algorithms

Although NBS performs desirably in many aspects as to be shown later, adhwplexity of
solving (16) can be too high for some applications. For th@spn, we also propose two simple
heuristic algorithms that empldgE. These algorithms reach a decision based on instantaneous
observations and do not require parameter estimationjrelimg the overhead of corresponding
message exchange. These algorithms will either suffersewdairness or degraded performance
as to be shown later by simulation. However, they serve adl pench marks for performance
as well as a nice tradeoff when reduced complexity or netvavdrhead is a bigger concern.

1) Myopic Strategy:The myopic strategyMS) is one where a node refuses to forward unless
forwarding is a guaranteed advantage to take. AssuBng still employed, a myopic forwarder
j will set P& =1 and put it on a candidate source list onlyuff™ > 0. If the candidate source
list is not empty, the forwarder would exercise the myopiorarder side selection policy by

selecting the sourcésuch that
i = arg max{ugijns . (20)
k

Because every cooperating forwarder guarantees the sameumi required rate for a source,
the myopic source side selection policy would randomly mctorwarder to follow, if there is
any. Note withoutBE, MS induces no cooperation.

2) Altruistic Strategy:The altruistic strategyAS), as suggested by its name, represents a very
generous type of cooperation strategy. Assuniigyis still employed, an altruistic forwarder
7 will cooperate with a source as long as the request is supportable (§¢e (9)) by putting it
on a candidate list. If the candidate source list is not emptwould exercise the altruistic
forwarder side selection policy by randomly picking one tmgerate with. The altruistic source
side selection policy would be to pick the forwarder that lgobenefit most from cooperation,
i.e., using equatiori (19). Note withoBE, AShas no effect on network throughput improvement,
but it does reduce the outage probability of nodes at theeghat some forwarders’ average

data rates will also be reduced, due to its over generosity.

IV. DISTRIBUTED ALGORITHM DESIGN FORBE

Pairwise bargaining requires a certain amount of messageaage between the source nodes

and the forwarder nodes. In addition to sending the updatechates back to the source nodes,
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the forwarder needs to send an acknowledgement to the sthatc# decides to cooperate with.
Similarly, a source node receiving an acknowledgement opecation will make a decision
whether to accept the offer and sends an acknowledgemeht tbathe forwarder before it
proceeds to data transmission. In this section, we willgmesdistributed algorithms dE with
NBSas well asMS and AS There is a critical issue that needs to be addressed be®@gvwe

the algorithm ofBE with NBS i.e., estimation of all the necessary parameters for sglthe
problem in [(16).

A. Parameter Estimation

To solve equatiori (16), a node needs to know a few parameigtsling P,;, Pj;, ugj andugi,
through estimation. In particular, a forwarder needs them@ameters to calculate its decision.
Thus these parameters are estimated at the forwarder sidararcommunicated to the source
side by message exchange. RE with NBS larger network overhead is incurred for this
purpose compared tMS and AS R™" and R;T“” are prescribed parameters, which can be
exchanged through messages once and for all. This is commdoth theNBS based and
heuristic algorithms.

Because we assume channel statistics remain unchangethamuet realizations independent

across slots, the best estimates/fof and ugj are obtained by taking the sample means. For

f, ins

example, a new estimate @Ajj is obtained fromu;;"> every timej receives a supportable

request fromi. The estimate is given by!,(T) = (3", ul,"*(t))/T, wheret = 1,2,...,T is
the index of requests fromto j. However, to enable the estimator to track the slow vamatio
of a nonstationary channel, the estimator needs to rely mooreecent observations. This is
possibly achieved by using a low pass filter(z) = a/(1 — (1 — a)z7'), wherea > 0 is a
small forgetting factor. The estimate is hence givenibyt) = hu(u}ji.”s(t)).

The estimation ofP;;, the probability that nodg receives a supportable request from node
1, IS based on counting the number of slots between two sualests; This idea is shown in
Fig.[B. Let F};(s) be the number of slots betwe¢rn— 1)th andsth supportable requests from
i to j, then1/F;;(s) is an unbiased estimate @%,. The maximum likelihood (ML) estimate
of P; from s such observations is given by; = s/ >;_, Fj;(k). Like the estimation ofuf,
to cope with nonstationary channels, a low pass filter isgoreél for practical application, i.e.,

Pyj = 1/hp(Fy(s)).
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B. Distributed Algorithm forN-Node Pairwise Bargaining

In this subsection we will give the algorithms fBE with NBS At the beginning of each slot,
if a node’s direct link is under outage, it automatically bees a potential source and executes
the source side algorithm; otherwise it becomes a potdiotiatarder and executes the forwarder
side algorithm. All nodes register the variables they dakeuor receive from other nodes through
messages across slots. We assumepresents a general source gnd general forwarder and
give the distributed algorithms for both source and forwearsldes in terms of andj. We useh
to denote the filters used in parameter estimation at vaptaces of the algorithm. In practice,

these filters can be (and should be) different to suit thespeetive purposes.

Alg. 1 Algorithm for a Source Node (BE with NB
Require: R™" W;, P! are known by neighbors

[EEY

: for all j #ido

22 Fy=F;+1

3: end for

4 Ly =0, broadcast the lisf Py;, uf; }iean i)

5. repeat

6: If an acknowledgement fror contains “YES”then
7: Ly =L, U{k}, store AW,

8. end if

9:  store Py, uf,

10: until no more acknowledgements from forwarders

11: Pick j € £, by (19) to acknowledge

C. Distributed Algorithms Based on Simple Heuristics

The distributed algorithms for the source and forwarderasdolsed oiMS and AS strategies
differ from that of BE with NBSin terms of the selection policies employed (see seciici])ll
and how a forwarder decides which source node to put in thdidate source list and vice

versa.
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Alg. 2 Algorithm for a Forwarder Nodg (BE with NBS

1 /;f = @
2: repeat

3:

receives a request from nodemeasurep;;

4:  calculateAW;; by (1)

5. if AW;; > 0 then

6: calculateu{!"™ from (8) and [(ID)

7. if RIS 4 ul™ > RMN then

8: Py = 1/hp(Fy), ulj = hy(u™)

o: calculateP] by (18)

10: generate a Bernoulli r.vX with Prob(X = 1) = P;
11: if X ==1then

12: Lr=LyU{i}

13: else

14: send “NO”, P;;, uf; to i

15: end if

16: end if

17 end if

18: until no more incoming request

19: pick k € £; randomly, send “YES”AW,;, Py;, uLj to k
20: for all &' € £;\ {k} do

21:  sendPy;, u},; to K’

22: end for

V. NUMERICAL RESULTS

A. Simulation model

Our mechanism is applicable to any multihop network, inftegured or ad hoc, in a licensed

or unlicensed band. For the purpose of illustration, we ictamsan OFDMA like transmission

scheme with parameters much like the one used in mobile WiMR€ presence of orthogonal

subcarriers in an OFDMA system provides a natural platfammplementindgBE by exchanging
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orthogonal frequency bands.

We simulate a slotted system using parameters that areatytpienobile WiMAX. Each node
is pre-assigned 20 dBm fixed transmit power|[22]][23] and 5612 kransmission bandwidth
corresponding to 50 subcarriers at 10 kHz spacing. When a delegates bandwidth, it transfers
a number of the subcarriers to a forwarder. Since nodes imewvork use mutually orthogonal
portions of frequency, we model the instantaneous capaditynk ;5 using its information-

theoretic rate

pi; P}
w

Links are under independent Rayleigh fading and the link gaieach slot is an independent

Riif}s(vv,pij):WIOgQ <1+ ) , 4,j=0,1,...,N. (21)

realization of a Rayleigh random variable. Equivalenthistimplies thatp;; is exponentially
distributed

1
p(pij) = — exp (—@) (22)
where the statistical meag), is given by the path loss model
pij = kd™>, (k=06 x10° MHz - m*/mW). (23)

The above simulation model implicitly assumes that the ayerrate of a transmission is one
that is obtained when all the subcarriers used undergo iad&rfading. This is done for the
simplicity of illustration but the idea oBE and its applicability to frequency selective OFDMA
systems is still valid. The pairwiddBSwith BE in (16), as well asvSandAS are implemented
for the above channel model. For each simulation we presdowbthe minimum required rate
for every node is 700 kbps unless otherwise specified. Welatmitor sufficiently many slots

to assess the average performance.

B. A Three-Node Example

We first present a three-node example to show the poweBEbfwith NBS in improving
coverage and rate. Suppose node 1 is fixed at (-450 m, 0) angl 2iad (450 m, 0). Node
3 is allowed to vary its location in a 206@000 n¥ region as shown in Fig.]6. The dotted
line delineates the area in which the outage probabilityrfode 3 is less than 10% without

cooperation. The solid line delineates the area with impdogoverage achieved when using
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BE with NBSfor the same level of outage. The dashed line delineates paw@ile coverage
area without cooperation. However, the minimum required & now lowered to 300 kbps to
generate an identical level of outage. This simple illugiraindicates thaBE can be used to

either increase coverage, or increase supported rate.

C. Comparative Evaluation of Cooperative Forwarding Staes

In this section, we present a comparative evaluatioBEENBSwith MSandAS As mentioned
earlier, we simulate a slotted system that uses paramgpacakto Mobile WIMAX. We consider
up to 20 nodes randomly placed in a cell with a radius of 100@ur. results are obtained by
averaging over multiple time slots and location instardizg of mobiles. We look at the metrics
of average rate gain, spectrum efficiency and fairness asicidm of the number of nodes in
the system and present the corresponding results. In thenendill present simulation results
on power savings.

1) Average Rate GainfFig.[d shows the average rate gain over the rate achieved made
cooperation at all. No matter which algorithm is used, therage rate gain is an increasing
function of the number of nodes in the system, illustratihg benefits of user cooperation
diversity. AS exhibits the best performance thanks to its generous natwagh nodes close to
the AP that serve as the forwarders can suffer a substantial lab®inown ratesNBSperforms
nearly as good a#S while being fair. These observations will be discussedhimrtwhen we
address fairnes®BSalso performs better thadS, which represents a very stingy cooperation
strategy compared tAS Because nodes are randomly placed in the cell, as the nuafber
nodes increases, eventually any source is almost certgettocooperation from some forwarder.
Therefore all the curves tend to saturate when more nodeglaced in the cell.

2) Spectrum EfficiencyFig. [8 shows the spectrum efficiency per node averaged oeer th
number of nodes to illustrate the effect of user cooperatimersity. Note that in our model,
nodes are employing orthogonal subcarriers and hence dotediere each other. However, the
spectrum efficiency per node increases with the number oésiothe absence of cooperation
diversity, i.e., noncoopeartion, performs well below theet cooperative strategies. In this
example, when the number of nodes is laly8S performs nearly as well a&S again.

3) Fairness: The NBSdoes not take average rate gain or spectrum efficiency as @itiex

optimization objective. Rather, it provides a proportibndair rate allocation under certain
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constraints, i.e., it tries to maximize the product of rateng, or equivalently, the geometric
mean of rate gains. As a suboptimal solution, the pairwiggaiing strategy does not solve
this problem precisely, but a comparison with other stiateg terms of this particular objective
would be meaningful. Moreover, the geometric mean of raiasgean be regarded a measure
of the average amount of individual incentive that a node fobasooperation no matter what

strategy it takes. Lef denote the geometric mean given as

N 1/N
1= (H max(u;, O)) . (24)

Technically,Z is the geometric mean only if; > 0 for all i. OtherwiseZ = 0, indicating some
nodes receive negative rate gains. In this case, coopernatifact can not occur because nodes
suffering negative rate gains can make a unilateral detiai@ quit the cooperative system to
maintain a rate gain of at least zero. Hi@). 9 shd@was a function of the number of nodes. We
observe thaNBSperforms better thaASalmost always by 10 kbps, which in turn is better than
MS by 20 kbps. These numbers can be read as the difference gfdandi amount of incentive
achieved with different strategies. Note th&$ due to its over generous nature is inherently
unfair. In fact, our experiments reveal that in roughly 10%swnulation trials, one or more
nodes experience negative rate gains. This number inaéasg0% if the minimum required
rate for each node is 900 kbps.

4) Power Savings:As pointed out at the beginning of the paper, cooperativevdading
improves coverage. The improvement can also be achievedéyraditional noncooperative
means at much larger transmit power. In other woBfs pased forwarding can be thought of as
providing significant transmit power savings for the sanvellef coverage (outage) experienced
by a noncooperative scheme. Higl 10 shows the power savind36 and MS compared to
noncooperation, to achieve an average outage probabiiit§.1o in various scenarios. Each
scenario is parameterized with different number of nodesmamimum required rates. Because
the cooperative strategy described A$ is not achievable due to its unfairness as discussed
previously, it is not included in the comparison. For the sdmo scenarios, the minimum power
saving is shown to be at least 3 dB fhiBSand 2 dB forMS As the number of the nodes
increases, the user cooperation diversity gain increasgsheerefore the power savings increase
to as large as 6 dB foNBSand 4 dB forMS.
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VI. CONCLUSION AND DISCUSSIONS

In this paper we discussed a cooperative forwarding ineentiechanism called Bandwidth
Exchange where nodes forward data in exchange for bandulgihis delegated by source
nodes. Compared to other incentive mechanisms that are btieed on abstract notions of
credit and shared understanding of worth, such simple baltdvdelegation provides a more
tangible and immediate incentive mechanism. Specifically, considered av-node wireless
network and used a Nash Bargaining Solution to study theflierd BE in terms of rate and
coverage gains. We also proposed two heuristic algorithased on simple probabilistic rules
for forwarding: (1) the Myopic Strategy which admits coagiéyn only if it incurs a positive
rate gain for the forwarder and (2) the Altruistic Strateglieh admits cooperation whenever
it is supportable. Our results indicated tHdBS MS and AS all provided improvements in
coverage and rate. Further, thBS also assured that the rate allocations were proportionally
fair. Our results also indicated that wireless networkslenentingBE with NBSor MS receive
significant transmit power savings compared to traditior@icooperative networks. Due to its
over generous naturdSexhibits the best performance under certain criteria,NBBE performs
closely without sacrificing as much fairness.

The advent of cognitive radios with the ability to flexiblyarige their carrier frequency as well
as their transmission bandwidth makes Biebased incentive mechanism particularly attractive.
Further, the use of OFDMA based access, such as the one udddhite WIMAX, allows
for the flexible exchange of frequency bands among the nd@esnay also be applied to the
uplink of LTE though some measure has to be taken to maintdesaable PAPR (peak-average
power ratio) when subcarriers are redistributed among siddee should note that we have only
addressed the savings in transmit power here. The possibtease in computing/processing
power incurred in cooperative forwarding has been ignoned ia an interesting avenue for

future study.

APPENDIX
PROOF OFEQUATION (18)

The feasible regior® (see Fig[#) is the convex hull of poinf3, £, ', O representing the
payoff profiles of nodej and: achieved with pure strategy profilés, c), (c,c), (c,n) and

(n,n) respectively. We will prove[(18) by exploring the geomepioperties ofC. As pointed
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out in [21], the Nash bargaining solutio# is a point on the pareto frontier @f in the first

guadrant such that the horizontal image@$ is a subgradient of at S. This impliessS is

either on segmenb F or segmentF F’, and a necessary condition for the subgradient is that it

has a negative derivative. We begin with three propositishikh help us classify the possible

configurations of the point®, E, F, O (e.g., in which quadrants these points reside).
Proposition 1: ODEF is a parallelogram.

Proof: This is true because

DE = OF — 0D = (PuR™ 4 P, PyRM™ 4 Pol,) — (PR™, Pal)

’L]’

— (Pyul., P,R™) = OF. (25)

Zj’

[ |
Proposition 2: If u < 0or u . <0, thenO - D — E — F — O goes counterclockwise.
Proof: The cross product o@ and OF is perpendicular to the — y plane, i.e., along

the z direction, and is given as

OD x OF = (P;R™, Pyl 0) x (Pyul, Py R™™0)

J 5

= (0,0, Py P;y( RM™RM™ — uful)), (26)

Zj jZ

where we use the triple to denote the magnitudes inzthe z directions. Ifugj >0 > ugz or

u 20>u then

Z_]’

RMRI™ — ul ;> 0. (27)

i g1
If u <0 andu < 0, we still have [(2F7). In fact, if is the source and is the forwarder, then
C}”S(M/j+AM/ij, pio) > CIS(W;, pjo) as we assume capacity increases with available bandwidth.

By (8) and [(10),
|ns Rlns C«JlnS(VV] + AVVij;;OjO) — _R;nin' (28)

Taking the average, we gé&t™" > u - > 0. Similarly Rm'” > u . > 0. Therefore [(2]7) holds,

which implies the angle starting fro(r}-f), going counterclockwise tdﬁ, is between 0 and,

i.e.,O - D — E — F — O is counterclockwise. [ |
Proposition 3: If u ;> 0, thenS is on EF and Pf; = 1.
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Proof: Under the assumption pareto dominated), so S is not onOD, DE or OF.
ThereforeS is on EF' as the result of mixing strategy profilés, c) and (c, n), which means
the NBSstrategy forj is to always cooperate, i.el’ = 1. [ |

Next consider the case whehcoincides withD.

Proposition 4: S = D if and only if
tan D > | tan F|. (29)

Proof: (29) is necessary:

If D =5, Disinthe first quadrant, i.ew); > 0, so we must have; < 0 by PropositioiB, i.e.,
Fis in the second quadrant. In this case, $o= D, we must havean D > —tan F' = | tan F|.

(29) is sufficient:

If ugj > 0, F'is in the first quadrant. Sincé_(29) holdb, is also in the first quadrant, i.e.,
ugl > 0, which leads to contradiction by Propositioh 3.1@; < 0, D is in the fourth quadrant
and [29) is not possible. But whe;jl. >0> u‘;j, D is in the first quadrant anél’ in the second
quadrant.[(29) impliesan D > — tan F' which in turn impliesS = D. [ |

The above proves that whep {29) holds= D and P = 0 as in [18a). We also consider
the sufficient and necessary condition forto lie in the interior of segmenbE (i.e., S lies on
DFE but does not coincide witl) or £), which corresponds to the cage< P < 1 as a result
of mixing the strategy profilegn, c) and (c, c).

Proposition 5: S is in the interior of DE if and only if
|tan E| > |tan F| > |tan D|. (30)

Proof: (30) is necessary:

When S € DE but S # D or E, the subgradient af coincides withDFE whose slope is
tan F. In this case, with Propositidd 3, we must hae < 0.

If uf; >0 >ul;, Dis in the first quadrant and in the second quadrant. K is in the first
quadrant, forS(# D or E) to be on segmenbD E, we must havean £ > —tan F' > tan D. If
E is in the second quadrant, we must havean F' > tan D. Also, asE, I’ are in the second
quadrant, Propositionl 2 implies tan £ > —tan F'. In either case we have (30).

If ugj <0 andugi < 0, D is in the fourth quadrant anfl is in the second quadrant. Proposition

implies| tan F'| > | tan D|. If E is in the first quadrant, fof to lie in the interior of DE, we
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must havetan £ > —tan F. If E is in the second quadrant, we must havean £ > — tan F.
Both cases imply tan £| > | tan F'|. Thus we again havé (B0).

(30) is sufficient:

When [3D) holds, it is not possible tha}, > 0 and«f; > 0. Because in this casB, E, F
are all in the first quadrant and, @ = @ + (ﬁ we must have

tan £ = | tan F| < max(tan F' = |tan F'|,tan D = |tan D|), (31)

a contradiction to[{30). It is not possible tha > 0 > u!; (i.e., F' is in the first quadrant and
D in the fourth quadrant), because if is in the first quadrant, we havean F'| = tan F' >
tan £ = | tan E| by Propositiori 2, and ifZ is in the fourth quadrant,tan D| > | tan E/|.
If ugz >0> uij by checking out in which quadrant poift, £, F' can reside,[(30) implies
tan £ > —tan F' > tan D, if tan E > 0,
(32)
—tan ' > tan D, if tan E < 0.
Both inequalities imply thats is on segmenD E.
f f - - - . . . .
If u;; < 0,uj < 0, by checking out in which quadrant poifit, £, F' can reside,[(30) implies

tan > —tan F, if tan E > 0,

(33)
—tan £ > —tan F, if tan £ < 0.
Both inequalities imply thafts is in the interior of DE. [ |
The above proves that wheln {30) holdsjs in the interior of DE, so we have
OS = P OF +(1—P) - OD. (34)

Further, sinceDDEF is a parallelogram and the horizontal image($ is a subgradient of
at S, it follows thattan S = — tan F. Using this condition in[(34) results in

P.. R’.“i” uf.i
fﬁ*:‘—2éj <1j, +’Rém>' (35)
? 1) )

When S # D and S is not in the interior of DE, it follows PS5 = 1 as in [18t).
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