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Abstract— This paper addresses the problem of efficient packet
forwarding in a multi-hop, wireless “mesh” network * . We present
an efficient interface contained forwarding (ICF) architecture for
a “wireless router”, i.e. a forwarding node with a single wireless
NIC in a multi-hop wireless network that allows a packet to
be forwarded entirely within the network interface card of the
forwarding node without requiring per-packet interventio n by the
node’s CPU. To effectively forward packets in a pipelined fahion
without incurring the 802.11-related overheads of multipke inde-
pendent channel accesses, we specify a slightly modified siem of
the 802.11 MAC, called Data Driven Cut-through Multiple Access
(DCMA) that uses MPLS-like labels in the control packets, in
conjunction with a combined ACK/RTS packet, to reduce 802.1

throughput include the unfairness of the exponential bficko
process on hidden nodes contending for the channel [5], the
poor spatial reuse due to channel sensing-induced badkoffs
the extended neighborhood of an ongoing transmission [6],
the potential contention among packets of the same flow at
different links [7], and the lack of an appropriate MAC layer
to exploit the total number of 802.11 available channels [8]
A variety of proposals to remedy these problems have been
suggested in literature, and these issues continue to be the
subject of active investigation.

In this paper, however, we focus on an entirely different

channel access latencies. Our proposed technique can be dse gspect of performance degradation in multi-hop wirelegs ne

in combination with “frame bursting” as specified by the IEEE
802.11e standard to provide an end-to-end cut-through charel
access. Using extensive simulations, we compare the perfoaince
of DCMA with 802.11 DCF MAC with respect to throughput and
latency and suggest a suitable operating region to get maxiam
benefits using our mechanism as compared to 802.11

Index Terms— Mesh networks, pipelined, cut-through, 802.11
MAC

I. INTRODUCTION

W

works, namely the packet forwarding inefficiency. Our wak i
motivated by the observation that, in a multi-hop wirelest n
work, the action of packet forwarding undertaken by an inter
mediate node is significantly different from the corresgogd
operations performed in a wired network. In a wired network,
a router typically has at least two physical network inteefs
with the forwarding functionality consisting of receiving
packet over one physical interface and subsequently sgndin
it out over a second interfateln contrast, in a wireless
network, a node N with a single wireless interface may act

ITH the reduction in prices of commodity 802.1155 an intermediary for two nodes that are each within the
products and their ready availability, there has begymmunication range of N but not directly within the range of

a substantial increase in the number of users that use Wiggeh other. Thus, we see that packet forwarding in the vesele
less access for information. More recently, there has begRyvironment does not typically imply the transfer of a packe
a significant effort in using 802.11 in urban metropolitaRetween distinct interfaces on a single host.

areas to provide “hot-spot” high speed coverage as well asjowever, all implementations of 802.11-based packet for-
community wireless networks [1][2]. The IEEE 802.11s Taslarding operate at the network layer, treating the procéss o
Group [3] is also currently involved in efforts to stand@gli (ecejving a packet from the upstream node and of sending it
protocols for wireless mesh networks that will enable amst 1 the downstream nodes as two independent channel access
wireless networks” such as in-building wireless netwonks lattempts. Figure 1 shows a conventional implementation of
malls, hotels and apartment blocks, and community networgéﬂware_based packet forwarding. This approach invales
(where rooftop antennas are used to create an ad-hoc Wiggseption of a packet on the wireless interface, transfer of
less access infrastr_ucture in spe(_:ific residential arébfle ihe packet up the host's protocol stack to the IP layer where a
raw channel capacity of the basic 802.11 channel could R&;ting lookup is used to determine the IP (and MAC) address
effectively utilized, multi-hop wireless networks can &etl of the next hop, and subsequent transmission of the packet
become a compelling low-cost broadband access alternatiyging the same wireless interface to the MAC address of the
especially in relatively dense urban areas [4]. Howeve, thext hop. This mechanism introduces two forms of latency in
throughput achieved by current implementations of mui-h {he multi-nop wireless forwarding process that are indelpen
802.11 networks is still significantly lower than the ungiéTy  of g\ the other 802.11-related drawbacks enumeratedeearli
channel capacity. Some of the reasons for this overall Iowg latency related to independent channel accesses rdquire
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for each hop along the path and 2) latencies associated with
interrupt-handling, packet copying and route lookup atheac

2|n high-end routers/switches, a packet is transferred foom interface to
another via dedicated switching fabric, while in softwhesed routers, an
incoming packet is processed by the CPU before subsequersntission on
the outgoing interface.
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process. Section 3 introduces the notion of label switching
and its application to a multi-hop wireless network using
Forwarding Node Forwarding Node

T the standard 802.11 MAC. Section 4 then presents the basic

" S I LS B R DCMA protocol, based on a simple modification to the 802.11
[ rowing || |[ Rowng || | [ Rouwng ]| | [ Rowing ] MAC to enable atomic packet forwarding in wireless networks
il il ! Section 5 then describes our implementation of DCMA with
[erzatxmac || | [ eoedixtac || | [ eoadtemac || | [ eozaixwac | the ns-2 simulator and presents simulation results comgari
| so211xpPHY || | [ sozamxpHy || || sozaixpHy || | | 80211xPHY | . !
| n o ; DCMA performance with basic 802.11-based packet forward-
ing. This section also explains how the forwarding behavior

can be modified to ensure that DCMA causes no additional
unfairness in channel access over 802.11, and suggests a
suitable operating region to get maximum benefits using the
above mechanism as compared to 802.11. Finally, Section 6

forwardmg node. ) ) ) ) _ concludes with a discussion and summary of future work and
Our primary goal in this paper is to define a pracUcet;pen research issues.

architecture and protocol for pipelined network interfaeed
(NIC) contained forwarding and to evaluate its effectivene
compared to basic 802.11. To this end, we first propose ‘an Related Work
architecture for a forwarding node in a multi-hop wireless The use of MPLS (or labels) for providing fast and efficient
network that shifts the packet forwarding functionalityagw packet forwarding on the wireless channel has not been exten
from the host processor to the wireless network interfacé casively reported in literature. In [12], the authors havegegied
(NIC). This is done by combining medium access contraising MPLS to support packet routing and handoff in wireless
(MAC) for packet reception and subsequent transmissioh wigellular networks along with the use of label merging to
address lookup in the interface card itself, using fixedylen accommodate multiple links between a mobile node and the
addressing labels in the MAC control packets. This efficiegellular infrastructure. To the best of our knowledge, ¢her
“layer-2 forwarding”, called Interface-Contained Forggrg appears to be no prior public work in the area of devising MAC
(ICF) can be enabled by using label-switching on the MAGIgorithms for providing label-based forwarding in muitp
layer data path. The information needed by the NIC twireless networks. DCMA' pipelined mode of channel access
perform NIC-resident lookups can be established offlinagisidescribed in Section 4, is similar to the contention freersbu
a separate label-distribution algorithm. The choice of thH®ode of 802.11e[13]. While the contention free burst is on
actual mechanism for label distribution does not affect tie per-hop basis, DCMA extends this burst by providing an
performance of the ICF architecture. A label itself can bend-to-end cut-through access across multiple hops atung t
similar to an MPLS label [9]. For label distribution, exisgi path. Several approaches for pipelining data transmission
routing protocols such as AODV [10] may be adapted drave been proposed in [14][15]. More recently, in [16], the
distribution mechanisms such as LDP [11] may be used. THhigthors propose a Control Channel Based MAEMEwhich
allows packet forwarding to be confined entirely to the NIQjses a combination of advanced channel reservation and
which matches the label of an incoming packet with an entpacket aggregation on the low data rate control channel to
in a data structure to determine the MAC address of the néxtprove the efficiency of the data channel. However, these
hop node and the label to be used for that hop. approaches are based on using out-of-band signaling for co-
To reap the full benefits of the optimized forwarding?rdi”ating data transmissions on the main channel, whereas
process, it is also necessary to define an efficient medi@r approach uses does not need a separate control channel.
access protocol for packet forwarding, i.e., define an atonfMS0, based on our earlier work [17], alternative mechasism
channel access scheme that pipelines the reception of atpaf’ distributing labels amongst nodes have been considered
from an upstream node and the subsequent transmissiors46N as [18][19]. Additionally, in [20], the authors propos
the downstream node, to avoid the overhead of separdtélueue driven cut-through model that performs cut-through
channel accesses on the upstream and downstream links, 3f€€SS at an intermediate node only for packets buffered in i
present a simple modification of the 802.11 contention tesoflueue irespective of the flow to which they belong. Thus; cut
tion scheme, called Data-driven Cut-through Multiple Agse through is enabled only when the buffer at the intermediate
(DCMA) that provides preferential access to the pipeliné@l@ys builds up.
forwarding, using a modified ACK/RTS control packet. Both
of these enhancements work in tandem: to exploit the “cut- Il. CONVENTIONAL PACKET FORWARDING IN 802.11
through” capability of DCMA, the NIC must be capable of NETWORKS
determining the identity of the next-hop node from the sig- In this section, we briefly explain the 802.11 Distributed
naling information in the contention resolution phase @it Coordination Function (DCF) contention resolution mecha-
transferring the packet from the NIC to the host CPU anglsms commonly employed in multi-hop ad-hoc networks.
invoking a routing table lookup). Each node essentially acts a peer to all nodes within its
The rest of this paper is organized as follows. Sectidransmission range. To avoid the hidden node problem, snica
2 presents a brief overview of the basic 802.11 forwardirgpmmunication in the DCF mode involves a 4-way handshake

Fig. 1. Typical packet forwarding in a multihop wireless weik
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- - - to As NIC. The MAC implementation on As NIC then
- N OSOSOR0, p
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HZ 1| oata ‘ performs a 4-way handshake (including any backoff timer-

IR o based countdown that may be needed to gain access to the

! Ll channel) to forward the packet to B's NIC. At B, the packet

is transferred from the device to the main memory either

‘ 1 using DMA or PIO (Programmed 1/O) techniques, and the

Die N host CPU is notified (e.g. via interrupts or soft IRQs) [21])

SFs - for further processing of the packet. The host software (IP
protocol stack) would typically queue up the packet in a

Fig. 2. 802.11 DCF Channel Access Mechanism transmission queue and select packets for transmissia@dbas

on a scheduling algorithm (typically, FIFO). When this peick
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nalgy i reaches the head of the queue, the same steps as those éxecute
\EES'F—“»@ ] DAt A at A, would be taken, e.g. perform lookups to determine the
I | Tianste packet t host o P lookup IP address and then the MAC address of the next hop (C),
Sl g = = insert the MAC-layer header (corresponding to next hop C)
@ EH\H\‘—“E e | and transfer the packet to the NlCThis packet is now treated
ey E I b as an independent data transfer between the nodes B and C;
Upsieam access P accordingly, B performs the usual backoff timer countdown
| m § § Fﬂ before initiating an RTS-CTS-DATA-ACK exchange with C.
P ¥ ¢ Once this handshake is successfully completed, the pasket i
 Domseam access received by C's NIC, at which point the whole forwarding
, _ o process is repeated. As with the initial data transfer (fldam
Fig. 3. Multihop forwarding in 802.11 based network to B), the NAV of node A is blocked (by the RTS sent by B)

for the entire duration of the 4-way exchange between B and

L -

Time

mechanism (shown in Fig. 2) between sender A and recipie%t

B using RTS/CTS exchange prior to data transmission. The

same topology represented in the Fig.2 is used for later [1l. THE LABEL-BASED ICF ARCHITECTURE

dls.lt_:#gs:ﬁ[]esralgtitgf igﬁg?sr:s of an RTS-CTS exchange thatIn this section, we describe the label-based Interface Con-

silences the neighbors in the vicinity of the sender (A) antamed. Iio(rjwa_rtdr:rlﬁ (Iﬁ::c): archtltsi:ct:u_retthat treduietsr]thfelwge

receiver (B) respectively, followed by the data transfed anassom?je '\\;IV' e t- t(I)S- i n te;rac t'ﬁn aNICGr}] Ot N‘TC

an acknowledgement. For contention resolution, 802.1% u gd noce. viore importantly, eliminatng the “host-

a timer-based exponential back-off scheme where the n n eraction enables us to subsequently perform atomicegiack
%%rwarding at the MAC layer, eliminating the more signifi-

selects a random back-off time in the range [0, Content ant latency component associated with independent channe
Window] (specified in terms of slots) if the channel is busﬁFCesses in 802.11. To support label-based forwarding, the

Each time the medium becomes idle, the station waits 8

2 DIES and then decrements the backoff timer in units & twork interface card (NIC) is enhanced to store a label-

aSlotTime. The node makes a fresh attempt at sending .Sa\\%'tChmg table, consisting of an incoming MAC address, an

RTS packet upon the expiration of the timer. Upon failurft cOMINY label, an outgoing MAC address and an outgoing

: . : bel. Figure 4 shows a schematic diagram of the interaction
of the RTS packet, the contention window is doubled and %tween the host software and the enhanced NIC that contains

random timer is chosen from the new window. Each 802.{]%e L
node also maintains a Network Allocation Vector (NAV) tha € Ial.)el-swfcchlng table. . .

monitors the state of the channel. Whenever the node overhe AS. |n. basu; MPLS, labels are as§oc!ated with rog.tes or
a control packet (RTS or CTS) transmitted by a neighbori stinations, i.e. at any node, all entries in the labelchilg

; ; ; ble that refer to the same route (the same path to the same
node (to some other node), it updates its NAV appropriatel - . i
( ) P bprop y stination) will share the same outgoing MAC address (of

reflect the duration of the corresponding 4-way data excdaan%; next hop) and outgoing label. For example, let an entry in
E in th f the 802.11 d 802.11g, the basi o : L
ven infhe case ot ‘e aan g, the basic car e switching table of B be (AL ap, C, Lg¢). This means

sensing and channel access mechanism remains the samé . . -
9 that any packet received at B from A with a lab&k s will

) o use C as the next downstream hop with a labgl*.
A. Forwarding Operation in 802.11 Ad-hoc Networks
We now discuss the overheads associated with a forwarding22] have benchmarked the sources of latency in typical gaskndling
; i i i ; erations on an MPI architecture using 20 byte packets dotabOQus for
ope.ratlon when using the 802.11 MAC in a mult hOp wirele SIC-host-NIC (excluding route-lookups and related oveds). Even though
environment. T_he upstream node (nOd_e A) sends a data pa values may be OS and driver specific, we use similaevatuthe ones
to the forwarding node (node B); which then forwards theescribed.
packet to the downstream node (node C), as shown in Fig. 34_The MAC address itself cannot be_ u_sed_as a label, since _[sgdket
After the IP look f fi host A det . that B . are received at B need to be further distinguished based an itidividual
er the OOKup Ttuncuon, hos etermines tha I¥estination. Thus, two identifiers are needed, one for the Imep node and

the next hop of the DATA packet, and the packet is transferre@ other for the eventual destination
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Radio requests, observing MAC headers of in-flight packets) would
Label switching table ; not scale to large multi-hop networks.

The overhead for storing the label lookup table at a node
also is relatively small. The number of entries in the talle i
proportional to the number of destinations (or nodes) in the
topology. Each entry consists of (Incoming MAC, incoming

The combination of the outgoing labélsc and the MAC label, Outgoing MAC, outgoing label). With_ a 48 bit MAC
address of the next hop node C, essentially defines a sped@fidress and 32 bit label, every entry requires 48x2 + 32x2
route to a destination, say D. If B has another neighbdt, 160 bits for stor_age. Thus, even for 1000 _dest|nat|0ns (an
say Z, which uses B to reach D as well, then there will &tremely large wireless mesh!), the table size would~be
corresponding entry in the label-switching table (Zs, C, 1600, which is relatively small.

Lpc). The number of distinct outgoing labels is equal to the
number of destinations in the network. It should be notedl tha IV. DCMA: THE CUT-THROUGHMAC PROTOCOL

each label is unique only to a single hop, and the same labeln this section, we describe the MAC layer enhancements
may be re-used by different nodes of the network. We shall s@egain full advantage of the label-switching describedha t
that the label information is not needed in the DATA packetgrevious section. Without these enhancements, a packétiwou
but is carried only in control packets such as the RTS and CTged to be buffered at the NIC between the two separate
frames. This is possible because the MAC protocol reservesh@nnel accesses thereby nullifying the performance lignefi
time duration (via control packets) during which a forwagli (in terms of latency or throughput) achieved by the elimiorat
node can expect to receive a DATA packet. of the routing lookups.

Our proposed MAC scheme is based on enhancements to
the IEEE 802.11 Distributed Coordination Function (DCF)

. mode of channel access and follows the associated 4-way
mechanisms handshake involving the exchange of RTS/CTS/DATA/ACK

It is important to note that the gain associated with labglhckets. We term this scheme as Data-driven Cut-through
based switching arises from eliminating the route lookudultiple Access (DCMA). DCMA attempts to replace the
overhead and replacing it with interface-contained fodirag. two distinct channel accesses, upstream and downstredim, wi
The label used for enabling interface based switching cas tha combined access. The reservation for the downstream hop
be just a simple flow identifier or a combination of MAC(B to C) is attempted only after successfully receiving the
address and flow identifier. ICF gains will not be affecteBATA packet from the upstream node (A). The advantage is
by the choice of any particular labeling mechanism. Alsahat a downstream reservation is made only after the upstrea
there may be different mechanisms for distributing thebella channel access has been granted and the packet reception fro
amongst nodes. In [18], the authors propose a Wireless &d-Ithe upstream node is successful. Accordingly, as showngn Fi
Label Switching (WALS) architecture that extends the 802.155, DCMA combines the ACK (to the upstream node) with the
data frame header to carry label and flow information fdRTS (to the downstream node) in a single ACK/RTS packet
multi-path setup and forwarding, thereby eliminating saf@ that is sent to the MAC broadcast address.
signaling. In [19], a label routing protocol (LRP) that isdso The payload of the ACK/RTS packet now contains the MAC
setup, configure and maintain paths between communicatadfdress of the upstream node, A, and the MAC address of
end-points. Also, 802.11 Wireless Distribution System (8)D the downstream node, C. It also includes a label intended
uses nested MAC headers for switching a packet between tbeuse by the downstream node to figure its next hop. Since
source and destination AP’s in a network consisting of rpldti the downstream node (and all other neighboring nodes of the
AP’s connected by a wired/wireless backbone. Space foethdégrwarding node) is assured to be silent until the comptetib
addresses in the MAC header could potentially be used the ACK, piggybacking the RTS packet provides the forward-
carry labels for our proposed scheme. A separate schemeify node with preferential channel access for the downstrea
assigning labels to routes would still be needed since addr&ansmission. Before sending the ACK/RTS, the forwarding
discovery techniques used in WDS (e.g broadcasting AR®de (B) performs channel sensing to check whether the

Fig. 4. Host and NIC components for packet forwarding usatuels

A. Alternative choices for “labels” and their distribution
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80| —*— DCMA-2 Mbps
25 802.11-11 Mbps
Event Time(in us) 70) —4—DCmA-11 Mbgs
(with b/ with g . 260 L Dot
SIFS 10 (10) £ g5
aSlotTime 20 9) g Zu
T rtlookup (ROUtE Tookup delay 5 L
at each forwarder) 1000 @000
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Tpry = (PLCP header + long preamble) 192 20 Wz 0
Trrs = (Tpuy + 20 bytes at 2Mbps) (802.11h) 272 @6.9 % 5 4 5 5 0 % - — P
or 6 Mbps (80211g) Number of hops Number of hops
Tors = (Tpgy + 14 bytes at 2Mbps) (802.11h) 248 (38.6
or 6 Mbps (802.119) Fig. 6. Latency for different rates and packet sizes (8021 DCMA)
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1 byte flag + 4 byte label + o E 20
6 byte MAC addr at 2Mbps) 292 63.33 = &
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medium in its vicinity is idle. This reduces the likelihoc No. of hops 12 vops No.of hops
of backoffs that might be generated at node B when its E;mzz

through request (RTS/ACK sent to C) fails due to hidden nuuc
effects (e.g., when a currently transmitting downstreaderd  rig 7. gimprovement in latency at different PHY rates (802vs DCMA)
prevents node C from responding with a CTS) associated with
the discrepancy between channel sensing and transmission
ranges. If cut-through does fail; the forwarding node sympland route lookups will be hardware and operating system
queues the packet in the NIC queue and resumes normiependent, as explained in section 2.1, we use an upper bound
802.11 channel access. DCMA requires no modification of tia¢ 1 millisecond at each hop to quantify the total latencylin a
802.11 NAV-a node simply stays quiet as long as it is aware e required operations. Consider a single data path domngis
activity involving one or more of its neighbors. Any nodetthaof N links, defined over the hosts;Ho Hy 1. Let us consider
overhears an ACK/RTS not addressed to it merely incremerite 802.11b standard and assume that each of the N links can
the NAV by the specified time interval; this NAV increment issustain a raw “data” transfer rate of X Mbps (where X is
also performed by the target of the ACK (the upstream nodehe of 2 Mbps, 11 Mbps and 54 Mbps). To ensure that all
In DCMA, the label is carried in the RTS/ACK (or RTS).stations are able to correctly update their NAV by listeriog
In principle, the DATA field could also have carried this l§be the signaling packets, the RTS/CTS packets are always gént o
since the label lookup (to find the downstream node) is nat the base rate of 2 Mbps for 802.11b and 6 Mbps for 802.11g
strictly necessary until after the DATA is received. Howevewhile the ACKs are sent out at the data rate. By considering
by carrying the label information in the RTS, we provide théhe additional overhead imposed by the PHY layer), we can
forwarding node additional time to complete the lookup (igBee that for a MAC layer DATA payload of L bytes, each
parallel with the DATA transfer from the upstream nodej)ndividual packet transfer consumes a total delay (we ignor
Thus, DCMA provides an end-to-end “reservation” for th@ropagation delays in our analysis) as shown in Table 1. For
flow, assuming that all cut-through attempts are successf@p2.11, we assume that each of the transfers over an N-hop
IEEE 802.11e [13] standard specifies a frame bursting mogeth is independent. Hence, the total latency to send L bytes
in which, after gaining access to the channel, the sendes do¢ DATA payload at X Mbps over N hops, is given as follows.
not wait for the required DIFS interval between two frames.
Instead, it waits only for SIFS and then transmits the second
data frame. DCMA can be thought of as an “end-to-end”
extension to this bursting mode. Tso211(N, L, X) = N * (Tyackosy + DIFS + Trrs
+Tcrs + Tpara + Tack + 3% SIFS)

A. Impact on the Latency using cut-through +(N = 1) * Trtiookup

As stated earlier, the conventional packet forwarding@ssc  — N « |1294 + 480+ 8+L + (N = 1) * Trito0kup

results in two types of latencies, one associated with the
multiple NIC-to-host packet transfers, and the other with
the separate independent channel access attempts. While thFor DCMA, RTS packets have an additional label field (4
overhead associated with the NIC-to-host packet transfénges) intended for the downstream neighbor. The ACK/RTS



TABLE Il

packet is the same as 802.11 ACK with the following ad-
COMMON PARAMETERS FOR ALL SIMULATION RESULTS

ditional fields: upstream node MAC address (6 bytes), label

for the downstream neighbor (4 bytes), and a flag to indicdte Topology 7 node chain and 100 node grid
ACK/RTS (1 byte). Traffic model CBR (UDP)
. - Data Rate 11 Mbps
Now, c_on5|der the case of p|pellned_transfers from tbl —Transmission/Interference Range >E0M/E50m
Hxy41 using the DCMA protocol. In this case, the channét RTS Threshold 0 (aways on)
access delay is incurred only in the first host (original gend | Min. distance between adjacent nodes 243m
Moreover, now since ACK and RTS share the same frame (oSt pmces(fs(;’:%g;'%s at each relgy 1 millisecond
. :

all intermediate hops), the total latency to send L bytes of
DATA payload at X Mbps over N hops is given as follows.

D~~~ ~E-(e~0

Tpema(N, L, X) = Toackoss + DIFS + Trrs_poma Fig. 8. Simple chain topology with 6 hops and 7 nodes
+N* (3% SIFS +Tors +Tpara + Tack_rrs)
8 x (L + 36)

=658 + N * [762 + X A. Investigations on the Chain Topology

We first present results of performance studies on a 7-hop

We plot the latency for a 7-hop chain for DCMA and 802.1§hain shown. We vary the offer_ed Iof';\d and_configuration of
with different data rates (2 and 11 Mbps) and different pack@e flows to understand.the various interactions between the
sizes (80 bytes and 1536 bytes) in Fig 6. Additionally, lates Cut-through and conventional packets. _
using 54 Mbps data rate provided by 802.11g/a cards andl) Single Flow Topologyin this scenario, the traffic con-
the appropriate interframe spaces are calculated usingasimSiSts of a single UDP flow between the two end nodes of the
analysis as shown above and are also shown in the figufgain. Even though this scenario has only a single flow as
We also plot the % improvement in latency of DCMA vsshown in Fig 8, it he;lps to understand the benefits of DCMA
802.11 in Figure 7. The percentage improvement is calatilat@Ve" 802.11 undt_—zr different offered loads and acts as aibasel
as 100 * (802.11latency — DC M Alatency)/802.11latency. for further experiments. The offered load was mcrease_mfro
At higher data rates and packet sizes, the contribution $# Kbps to 1.75 Mbps in steps of 125 kbps using two different
packet transmission time to the total latency is much smalle@cket sizes: 256 bytes and 1536 bytes. Figure 9 shows the
compared to the channel access latency. Hence, by redué"ﬂff?’“ghpu" and delay results for DCMA and 802.11 for two
the channel access latencies, DCMA will provide a significafifferent packet sizes. We see that for both packet size, the
improvement in end-to-end latency, especially wiseless DCMA throughputis higher than 802.11. As expected, DCMA
technology evolves to support higher and higher data ratedffers aimost a 50% reduction in end-to-end delay, esggcial
As seen in the Fig 7, the improvement in latency for 1538 higher offered loads.
byte payload transmitted at 54 Mbpsas73% as compared
to ~ 17% at 2 Mbps.

15 1.5
s 1 g 1
V. PERFORMANCERESULTS 5 § g
To study the performance of our pipelined forwardini 3 s gosf |
mechanism, we implemented the DCMA protocol as part « = | Mz/f"é
the ns-2 simulator [23] with the CMU wireless extension % o5 1 15 2 % s TYTIs
[24]. We focus on three metrics: a) the throughput improv Offered Load per flow (Mbps) Offered Load per flow(Mbps)
ment achieved by the cut-through protocols b) the potent 100 o DoMA 1536
reduction in end-to-end latency due to the expedited MA 5 8 802.11 1536
forwarding and c) Percentage of cut-through out of the tot ¢ eo o
packets received. To study the throughput and latency i@hay 5§ 4o
. . . © I 256 byte

of flows, we ran UDP flows with varying packet arrival rates -~ 5 [ 11536 byte
The buffer size at each node was 50 packets. The routi o
tables were pre-configured with the shortest path routes  Offterod Load por flow (Wbps)

their respective destinations. Each node keeps track of uic

number of packets sent out and the number of cut-througlj o a. Throughput b. Latency and c. % cut-throughs fomapi chain
acknowledgements received. The cut-through percentageology (CBR traffic)

calculated as the ratio of sum total of the cut through ACKs

(ACKs for RTS/ACK-driven transmissions) received to the Moreover, the lower throughput for 256 byte packets is due
total number of packet transmissions (each packet trasfnis to the proportionally larger overhead of the MAC/PHY-layer
on a link is considered separately). The parameters of tt nkeaders. One of the most important advantages with DCMA
simulator are summarized in the Table II. is that the pipelined access mechanism essentially reduces



the channel contention effects among consecutive intra-flahe traffic was varied from an average offered load of 125 Kbps
packets - by allowing most packets to cut-through faster to 1.75 Mbps in steps of 125 Kbps. The results for throughput
downstream nodes, it lowers the incidence of contentioand delay (as shown in Fig 11) for two different packet sizes
induced backoffs at upstream (hidden) nodes for subsequsimbw similar performance as with the constant bit rate traffi
packets. This intra-flow contention becomes especiallyemor
pronounced for larger packet sizes with 802.11, where the
throughput actually declines from 1Mbps to =~ 750K bps-

since each packet transmission now takes longer, each trans @z@@@@@@
mitting node now “holds” the channel for a longer duration
and may thus cause repeated multiplicative backoff for up-
stream hidden nodes (an observation also reported in [6)y. 12. Chain topology with two reverse flows

At relatively low traffic rates, the packets arrive suffidign

spaced apart to avoid this problem of intra-flow contention. 2) Simple chain with two flows in reverse directioive

We expect the latency difference between 802.11b and DCM&xt considered two flows in reverse direction (from node 1 to
to be much higher for higher data rates (54 Mbps) as showrand from node 7 to 1 respectively, as shown in Fig. 12). This
in Fig 7. Fig. 9c shows the percentage of cut-through packegenario also provides insights into the behavior of TCfidra

to the total number of packets delivered from the sourceeo twhich has the data flowing from the source to the destination
destination. For lower offered loads, there are 100% ssfiges and ACKs flowing in the reverse direction. In this case, the
cut-throughs at all intermediate nodes. However, as treredf offered load was increased from 125 kbps to 1 Mbps per flow.
load increases beyond 1 Mbps, the packet injection rate@sly the results for the 256 byte packets are presented for
much higher than the cut-through delivery time, resulting ireasons of space).

gueue build up at the intermediate nodes and reduced cuit-
throughs.

Flow 1

Flow 2
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/ |
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Fig. 10. Zoomed view of flow latencies for a. 256 byte and b.61563te 40

% Cut through

payload
20
Fig 10 provides a zoomed view of the average delays f % 25 5 75 10
each packet size. Note that many representative inteeagtiv Offered Load (per flow), ;45

multimedia applications require the end-to-end latencytao
exceed 100 to 200 ms. Accordingly, we define tperating Fig. 13.  a. Throughput b. Flow Latencies and c. % cut-thrsufgit two
range of a protocol to be that where the end-to-end latendpws in reverse direction

does not exceed 200 msec. As seen in the figure, DCMA_.

. ' Fig 13 plots the throughput, end-to-end latency and percent
fxte1n5d356tgetoperalimtg randgf fron;st.ostb?s ;%Ol‘ig M?B e cut-through rates for DCMA and 802.11 for this scenario.
or yle packels and from ps to PS ¥nce again, we see that DCMA is able to obtain significantly

256 byte packets while maintaining reasonably low Iatencyhigher (almost double the throughput of 802.11) in this case
Note that the two flows have similar throughput and delay

[
o

15

_ S — values indicating that each flow gets a fair allocation of the
§1 g1 /M T s channel for both 802.11 and DCMA. It is also important

£ g /M*H*fM 0211256 to note that the sources of traffic (nodes 1 and 7) do not
s P [ [ participate in the relaying process.

" J J ‘ 3) Simple chain with two flows in the same direction:

0 o 5
0 0.5 1 15 2 () 0.5 1 15
Average Offered Load (Mbps) Average Offered Load (Mbps)

2 Next, we look at a case where the two flows are in the same
direction (1 to 7 and 4 to 7 as shown in Fig 14). This scenario
Fig. 11. a. Throughput b. Latency of each flow and c. % cutubhs for a deals with the_ case W_hen the intermediate relay nodes may
simple chain topology (Poisson traffic) also have traffic of their own to send. We study the per flow
behavior with 802.11 and DCMA using the same traffic profile
We also tested the same scenario with Poisson traffic whaedescribed in V.A.2.
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Fig. 15. a. Throughput b. Flow latencies and c. % cut-thrgugh two flows

in same direction between nodes (which is almost the same for both 802.11

and DCMA). At offered loads of about 200-400 Kbps, there

The results in Fig 15 show that for both 802.11 and DCMAT€ enough packets in the pipe to keep the channel busy.
one of the flows is starved, resulting in disproportionafder®, the performance of 802.11 and DCMA diverges as
throughput and average delays. Note that even in this cadl¢ channel access delays become comparable to the packet
DCMA still performs slightly better since by using efficienfransmission times. DCMA outperforms 802.11 as it saves
cut-throughs, the packet is delivered faster, resultingain ©N€ channel access at every intermediate node as compared
earlier channel access for the starved flow when the mediun{gs802.11 that needs two distinct channel accesses. Nate tha

idle. In Section V.C, we propose a simple heuristic algonith the operating load per flow in the grid scenario might be lower
to address this starvation problem. than in the single flow chain, due to contention among packets

belonging to different flows that have intersecting pathour

o ) i simulations, we only look at the useful operating range wher

B. Investigations with the Grid Topology the end-to-end latencies are within 1 second. We consid®r tw
After studying the chain topologies described earlier, wéifferent cases, as described below, both for lighly loaged

tested DCMA on a general 30 grid topology with ran- medium loaded traffic. For all the cases, we ran the simuiatio

domly selected sources and destinations. The parametsils ysr 20 topologies and present the system throughput and the

in the simulations are summarized in Table III. median delays per flow.
TABLE Il 1) Constant total offered load, increasing number of flows:
PARAMETERS FOR THE GRID TOPOLOGY In this case, the total offered load to the grid was kept aorist

at 200 kbps and 750 kbps representing the lightly loaded and

Number of flows 5, 10, 15, 20, 25 30 medium loaded conditions. Across the simulation runs, we
Packet sizes (bytes) 256 .
Dimensions >500m< 2500 varied the number of flows (from 5 CBR flows to 30 flows).
Distance between adjacent nodgs 248 m As shown in Fig 16, for the lightly loaded case, both DCMA

and 802.11 have similar performance. As the number of flows

Thus, the grid topology was a combination of the scenari&?reases- there is a higher probability that flows i.nterfer
described earlier (multiple flows - in the same directiofVith one another due to common relays along their paths.
reverse directions as well as interfering flows). We showét} lower loads, DCMA still outperforms 802.11 since cut-
earlier in the simple chain single flow topology (Fig 9) thalroughs allow a packet to be delivered faster, resulting in
for 256 byte packets, the performance of DCMA and 802. 8 earlier medium access for competing flows. Also, |t_ can
diverges at an offered load of around 200-400 Kbps per flof¢ Seen that for the medium loaded case, as shown in Fig
This can be attributed to the fact that for low offered loadd,/> 802.11 latencies are almost three times the correspgndi
queues are usually small or empty and the major componQﬁ:MA latencies. Thus, DCMA outperforms 802.11 for both
of the end-to-end delay is thus the packet exchange tinf6§ light and medium loaded cases.
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Fig. 18. Lightly loaded case: System throughput and medé&aydper flow

Offered load = 30 kbps per flow as described in Section V.A.3. We can see that with fair-
7 800 °E§1°°° Emms.| DCMA, individ_ual flow thrqughputs_ and delays are much
€ 0 S 80 [Cdema closer than with DCMA without fairness. Note that other
2 § 600 fairness policies may also be applied; however, we defer the
3 400 > 400 detailed investigation of various fairness schemes and the
< - .
£ 200 3 o0 impact on system performance to a future paper.
1] 8
A | R |

0 5 10 15 20 25 30 = 0 5 10 15 20 25 30 VI. CONCLUSION
No. of flows No. of flows

In this paper, we presented an efficient Interface Contained
Forwarding architecture for a “wireless router”, i.e. aviard-
ing node with a single wireless NIC in a multi-hop wireless
network that allows the process of packet forwarding to be

2) Constant offered load per flow, increasing number gonfined entirely within the network interface card. The ICF
flows: In this case, the individual offered load per flow wa@'chitecture uses an enhancement to the base 802.11 DCF
kept constant (20 kbps and 30 kbps) and the number of floRghavior, using a combined RTS/ACK transmission to reduce
was increased from 5 to 30. Thus, the total offered load wii€ number of channel accesses at the forwarding nodes.
increased from 100 kbps to 600 kbps and 150 to 900 kbps fafmulation results and analyses demontrate the significahc
the two cases respectively. As seen in Fig 18, both DCMRCMAS atomic MAC-layer forwarding scheme—even if future
and 802.11 have low latencies at lighter loads. As the affer@@rdware improvements aimost eliminated the NIC-host-NIC
load per flow increases, the number of successful cut-tireudransfer latency, the absence of a pipelined forwardingimec
reduces and the delays increases. However, as seen in Figh{$sm in base 802.11 would still result in substantiallyhhig
DCMA maintains the latencies to within 250ms as compar&ﬁ‘d,'to'end latency in multi-hop wireless paths, even witire

to the high latencies of 450-850ms for the case of 802.11 difgreasing channel data rates.
to repeated collisions and backoff. Extensive simulation studies show that DCMA performs

better than 802.11 DCF in almost all scenarios. In particula
o ) on simulations over a grid-like wireless mesh, DCMA was
C. I-!eurlsnc approach to address flow starvation and relategy|e to extend the useful operating range (traffic loads such
unfairness that end-to-end delays for flows stay bounded betev200
In all our simulations, we have given preferential accesas) by more than 30%, compared to 802.11. In general, packet
to a cut-through when forwarding a packet to the next hoput-through is especially useful at relatively low to maater
One potential problem of the preferential access provided ietwork loads (which is typically the case in well-provises
a cut-through flow is that it may cause starvation for othevireless networks). Thus, a combination of DCMA and call
flows, since the NIC may respond to ACK/RTS requests whidmission control (so that the network load stays withircspe
it has packets of its own to send in its buffer. As a simpléied bounds) could prove to be especially useful for retdyiv
fix to this problem, we modified the interface behavior ttow-bandwidth, delay sensitive applications such as Bk
monitor if the node had any packets pending in its MA@ireless. We also identified an important unfairness iskaé t
buffer that belonged to the flow originating at this nodelitse might arise in DCMA, where cut-through transmissions of one
If so, the NIC would decline the cut-through attempt by anffow might preemptively starve the transmission of packets
other flow by not sending a CTS in response to an RTS/ACHelonging to other flows. As a simple solution to this issue, w
request from a neighbor. Although our simulations are bashdve proposed a fairness scheme that uses queue occupancy
on UDP sessions, this fairness policy is especially useful finformation at the MAC layer to allow competing flows to
TCP flows, since it protects against out-of-order delivefy @get equitable channel access. Simulation results shovihisat
packets. Without the fairness measure, a packet from a fleiunple modification of base DCMA significantly improves the
could get queued at an intermediate node, while a subsequeairhess across flows.
packet could cut-through to the destination node. Fig 2@vsho There are many interesting ideas for future research on the
the per-flow throughput and delay before and after applyindea of the wireless router. Our studies indicate timta-
the fairness policy for two flows on a simple chain topologflow packet contention can undermine the benefit of packet

Fig. 19. Medium loaded case: System throughput and mediay ger flow



pipelining; this suggests that multi-path interleaved tiroy
(where successive packets are sent on link-disjoint pathgy
be especially useful with DCMA. Additionally, the pipelirg

scheme can be even more effective if multiple packets cot

be pipelined in bursts; this suggests research into teabsiq
for “cumulative” packet cut-through schemes.
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