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Abstract— This paper describes a beacon assisted discovery
mechanism for self-organizing hierarchical ad-hoc netwoks. The
discovery protocol, which operates between the medium acse
control (MAC) and network layers, is responsible for topolay covernge
formation in the ad-hoc network taking into account performance Se"_orgm; """"""""
objectives such as throughput, delay, energy consumptionna ad-hoc network
robustness. The proposed discovery protocol operates bystening [ Foryd
to augmented MAC-layer beacons from neighboring radio nodse
and then selects a subset of these for routing associations :
based on specified criteria. A distributed heuristic algorthm
for topology formation is considered and compared with uppe
bound centralized algorithms with optimization objectives such ! Low-tir
as maximum throughput, minimum delay or minimum energy. Mot o (41 )
Simulation results (based on ns-2 models) are given for theggfor- N -
mance of proposed discovery methods, demonstrating sigrifint
improvements in routing overhead when compared to an ad- Fig. 1. Structure of three-tier hierarchical ad-hoc networ
hoc network without discovery. A proof-of-concept prototype
implementation for an 802.11b-based three-tier hierarchial ad-

hoc network is briefly described in conclusion. . .
Key words: Discovery protocol, Ad-hoc wireless networks,[z]’ the authors have analyzed the capacity of a hybrid ese!

Self-organization, Topology control, Hierarchical netk® network consisting of a base-stations connected together b
high-speed wired links and have shown that the capacitgscal

|. INTRODUCTION AND PRIOR WORK well if the number of base stations is at leagh, where
) o n is the number of radio nodes in the network. In [3], the
Ad-hoc wireless network protocols are becoming increagythors demonstrate that a hierarchical ad-hoc network wit
ingly important for deployment scenarios with limited vdre yree tiers of nodes (end-user mobile nodes, radio formgrdi
infrastructure. Examples of these are sensor networksehofpdes and wired access points) scales well and can provide
networks and rapid deployment emergency networks. In ea@@od performance while retaining many of the deployment
of these scenarios, self-organizing ad-hoc network pm$oc ggyvantages of an ad-hoc radio network. The self-organizing
can help to create low-tier wireless networks which utilizgjerarchical ad-hoc network (SOHAN) concept was further
multihop packet forwarding between radio nodes, potégtiakgligated via proof-of-concept prototyping described #j. [
providing important benefits in coverage, throughput anfhis work focuses on the design and performance of a novel
performance relative to centralized cellular or wirelessal-  gjscovery protocol called BEAD (beacon assisted discovery

area network options in use today. The technical challengggt plays a critical role in the proposed hierarchical ad-h
associated with ad-hoc networks include the design of efftci yenyork.

medium access, discovery and routing protocols taking into
account performance and scalability requirements.
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The self-organizing ad-hoc wireless network has the struc-
) . ure shown in Fig 1. The specific 3-tier hierarchy shown in
In this paper, we focus on an .||fnporta_1nt CI"’}SS of a‘%he figure consists of mobile nodes (MN) at the lowest tier,
hoc networks, namely a self-organizing, hierachical aCI'h?ﬂgher powered radio forwarding nodes (FN) at the secomd tie

network designed to scale well and to provide an effectivg, ireq access points (AP) at the third and highest tieg. Th

means for integrating ad-hqc wire!ess network_s With gl MN'’s, FN's and AP’s in the network create ad-hoc association
W|rgd infrastructures. The h|erar<':h|cal network is 'Fhelosély to form a topology that meets required performance and
motivated by Gupta and Kumar’s result [1] showing that the.,, <iness criteria

per-node throughput of a flat ad-hoc network decreasggas In traditional ad-h works. th . di h
where n is the number of radio nodes in the network. Also, in h traditional ad-noc NEtworks, there 1S no discovery phase
and the routing protocol itself is responsible for building

1Research supported in part by 1) NSF ORBIT Testbed Proje8E NRT topologies e|th_er usm_g On'd?mand b_roadcaSt Qf rOUte_ stgue
Grant #ANI0335244 and 2) a grant from Cisco University Pamgs, 2003 of by exchanging neighbor information proactively with one



hop neighbors and building the topology based on this infa pplication
mation. While this may be sufficient for smaller networks, a i

. . . . w Ad-hoc . d-hoc
the number of nodes increases, it results in denser physi .I,...i.,g Ad-hoe routing o
topologies, leading to extensive routing message exclsang| FEthemnet [ Discorers | [ Discovery | Discovery
MAC 802.11x MAC 802.11x MAC | 802.11x MAC B02.11x MAC

The problem is more severe in a multi-channel network whe
the multiple nodes that need to communicate could be «
different radio channels. In this case, the routing messac AP PN MN
need to be propagated across multiple channels in order to
enable data transfer from one node to the other. Fig. 2. Protocol stack of hierarchical ad-hoc wireless oekwvith discovery
Most of the work done so far focuses on architecture having
homogeneous nodes with identical processing capabilities
Therefore, the basic assumption is that every node is capabl®
of supporting multihop routing. In [5], the authors present
mechanisms to maximize the network life for a homogeneous
set of nodes which generate data destined for the basenstatio
In [6], two types of nodes are used: nodes which discover data
and nodes which disseminate data. A hierarchical architect
is formed in this case, with special immobile router nodes
acting as the backbone for data dissemination. In [7], tréins
power control is used to configure the topology of the network *
In [8], the authors propose power control for homogeneously
spaced nodes to maximize the traffic carrying capacity of the
network. This idea is extended in [9] to include networks in
which nodes are placed non-homogeneously.
In this paper, we propose BEAD, a beacon-assisted discov)n the next section, we describe the discovery mechanism
ery process for self-organizing hierarchical networks treaps for the three-tier architecture discussed earlier.
reduce the routing overhead and also improves the systerﬂI
performance. We study the performance of discovery with™ "
three different objective functions - energy consumptimg- Discovery in wireless networks can be described as the
to-end delay and throughput - and its effects on topologyocess through which a node becomes aware of its sur-
formation. Based on these results, the trade-off betweesethroundings, that includes determining the presence and type
optimizations is examined. of neighbors, assessing quality of links to other nodes, and
In Section I, we describe the system architecture of thgoviding information to the routing protocol to identifpe
hierarchical ad-hoc network. In Section Ill, we motivate thmost efficient path to the destination. While the MAC layer
need for discovery and also present the design of the disgovdetects the physical topology, the discovery protocol psses
procedure for different optimizations. Section IV dis@sss this information to determine the logical topology that slib
the simulation results for centralized and distributedoi®ry be visible to the routing protocol. Routing overhead is thus
algorithms and the effect of discovery on routing underaasi reduced as the routing protocol has to deal with fewer links.
network conditions. Section V describes our proof-of-aptc In addition, the discovery protocol may also provide a neetri
implementation of BEAD. Section VI concludes the paper artlat can be used by the routing protocol for choosing paths
discusses possible future enhancements. to forward data. This information should form a network that
performs well in terms of the power consumption, throughput
IIl. SYSTEM ARCHITECTURE and/or delay. The discovery protocol is responsible fopkesg

In order to better understand the discovery mechanism, weack of changes in the neighborhood of a node and in a multi-
briefly present the underlying self-organizing hierareh&d- interface forwarding node scenario, the discovery prdtoco
hoc network architecture that is three-tiered and comsgttise ytilizes the multiple channels so as to minimize interfeeen
following nodes with different capabilities at each tier. and maximize throughput of the system.

o Mobile Node (MN), is a mobile end-user device (such In order to determine bounds on the performance of BEAD,
as a sensor or a personal digital assistant) at the lowest first consider a centralized approach using linear progra
tier (tier 1) of the network. The MN attaches itself taning and formulate the problem with three objective funtsio
nodes at the higher tiers of the network in order to obtaiminimum delay, minimum energy and maximum throughput.
service using a discovery protocol. The MN uses a singléhe minimum delay optimization finds the topology which
radio operating in ad-hoc mode to communicate witill minimize the number of hops from each MN to an AP.
other MNs through the point(s) of attachment i.e FN/ARhis represents the shortest-path metric commonly used in
and is incapable of forwarding data for other MNs orouting protocols. For sensor networks, however, an ingobrt
communicating directly with another MN criteria is energy consumption. We consider transmit paager

Ethernet PHY | 802.11x PHY 802.11x PHY | 802.11x PHY 802.11x PHY

Forwarding Node (FN), is a fixed or mobile intermediate
(tier 2) radio relay node capable of routing multi-hop traf-
fic to and from all three tiers of the network’s hierarchy.
As an intermediate radio node without traffic of its own,
the FN is only responsible for multi-hop routing of transit
packets. An FN has two radio cards, one for traffic from
MN to FN and another for inter FN and FN-AP traffic
flows (typically carried on a different frequency)

Access Point (AP), is a fixed radio access node at the
highest tier (tier 3) of the network, with both an 802.11
radio interface and a wired interface to the Internet. The
AP, unlike typical 802.11 WLAN deployments, operates
in ad-hoc mode

N EIGHBOR DISCOVERY AND TOPOLOGY CONTROL



a source of energy consumption. We further note that in th&ouce |eroadcast| Node | P2 | Guster | seq. | Node | Hop

Type TxPower

hierarchical architecture, the cost of energy at the FNg is|a™® | " © | weacom | P Noo | Tyee | Count
least an order of magnitude less than that at the MNs, while th
cost at the AP is negligible. For the throughput maximiaatio Fig. 3. Beacon format augmented for discovery

we assume that the MNs offer identical loads to the network

and are the only sources of data. We observe that in the case ) ) ) ]
of the dual-interface FN, uplink and downlink traffic needn® MN is most important due to the higher costs involved at
not be time-shared, thus removing the bottleneck expee'rdandh's layer. Another key observauon_from this objective et
in single-interfaced networks over multihop traffic. THere, tighter delay constraints resulted in changes at the FNrlaye
maximizing the throughput is done through balancing the migaving the MNs attached to the nearest neighbor. Therefore
load over the various APs of the network. we considered a distributed discovery heuristic algorithat

We now describe BEAD which is a distributed discoverjninimizes energy at the MN layer, and minimizes delay at
algorithm based on the insights obtained from the aboY€ FN layer. The algorithm we have implemented in ns-2 is
centralized topology study. As shown in Fig. 2, the diSCngGISUCh that every MN associates to the nearest FN or AP, while
protocol is placed as a sub-layer between the MAC layer al FNs associate with another FN or AP that has the least
the network layer. It gathers information about neighboosii  Number of hops towards an AP.
the MAC layer (Neighbor Discovery Phase using beacons) in
a neighbor table, N, and determines the neighbors which are ] ) )
relevant to the objective of the network (Neighbor Selectio USiNg ns-2 [10], we built a simulation model that extends

Phase). This information is then provided to the networietayN€ €xisting 802.11 protocol to support the hierarchical ar
in the form of a reduced neighbor table, N*. chitecture, including support for APs, FNs, and MNs. We

also extended the ns-2 model to support the dual-interfakte F
A. BEAD: Routing Topology Control operating on multiple 802.11 channels.

The discovery protocol uses augmented MAC beacons adve compare our distributed d_iscovery algorithm with the
per the format shown in Fig. 3. Each AP and FN in the netwofgSults obtained from the centralized topology study. Vée al
sends out these beacons periodically on a selected chanmeS§OW the effect of neighbor discovery on the routing ovedhea
of eleven 802.11 channels. An MN when powered on, scafi§the network. _ _ _ _
all the channels and records the information received from The parameters and terms used in analyzing the simulations
beacons of its neighboring nodes. This includes objective& explained below.
such as energy, delay and throughput, information about thee Net Throughput - Useful data bits sent per second by all
node including node type and address, and the channel on the nodes in the network

IV. SIMULATION RESULTS AND DISCUSSION

which the particular beacon was received. « Average End to End Delay - Average delay in seconds
. . experienced by packets from source to destination
B. BEAD: Neighbor Selection Phase « Routing Overhead - Ratio of the number of routing

Once the MN scans all the channels for beacons, based on protocol bytes to the number of data bytes
the objective of the network, it then identifies the “bestt-pa e« Energy consumption- Energy consumed (in Joules) by the
ent(s) to associate with and sends an association requésttto MNs during the entire simulation
parent(s). To complete the handshake, an acknowledgerhent aie consider an arbitrary set of node positions for 2 APs,
the request is transmitted by the parent AP or FN. This parenFNs, and 10 MNs over an area of 500mx500m to compare
is then added to the reduced neighbor table (N*) for use by ttie performance of BEAD with the centralized approach. Each
routing protocol. FN to FN links are also established thtougviN offers the same load, destined for the Internet through an
the procedure of scanning and association. available AP.

The reduced set of links formed through associations with _ _
“best” neighbors is referred to as theduced topology, T+, A Centralized Algorithm
while the full set of links is referred to as theomplete Fig. 4a shows the minimum energy topology. Each MN
topology, T. At the lowest level, the MNs do not perform angssociates to the nearest FN or AP, and each FN associates
routing and simply forward all data to their parents. The FNa turn to the nearest AP to deliver data from the MN to the
on the other hand, use T* formed by the discovery protocdlP. However, the minimum energy topology yields a poor
to find new routes. While T* will result in lower routing performance in terms of delay and throughput. It can be seen
overhead, it should be consistent with the paths likely to lleat most of the MNs are at least two hops away from the
chosen from T by the routing protocol (in the absence @fPs, resulting in high delays, while there is a bottleneck at
discovery). the AP in the bottom right corner, to which most MNs send

The objective chosen for T* in the distributed algorithm watheir data.
based on the observations of topology plots of the minimumIn Fig 4b is shown the minimum delay topology. The delay
energy network subject to a delay constraint (specified loptimization results in the MNs transmitting at a much geeat
number of hops). We observed that minimizing the energy power to reach the APs directly where possible and through
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B. Distributed Algorithm discovery reduces the links along which routing messages ar
In Fig 5. we compare the energy consumption of BEARropagated.
with that of the centralized approaches for energy and delayin Fig 8b, we compare the routing overhead for networks
minimization. While BEAD has energy consumption highewith and without discovery for a node speed of 10m/s for
than the minimum energy centralized topology, it is welldvel increasing number of MNs. We can see that the routing
the energy consumption of the minimum delay topologgverhead is significantly lower for routing preceded by the
Likewise, as shown in Figs. 6 and 7, the average delayscovery protocol.
and throughput for BEAD also lie between the delay and
throughput for centralized minimum delay and the minimum
energy topologies respectively. Thus, we see that perfocma We implemented the above discovery algorithm as a proof-
of BEAD protocol is comparable to the centralized case that-concept prototype on a Linux testbed using 802.11b radio
uses AODV routing (without discovery). This implies thanodes operating in ad-hoc mode on multiple channels. The
topology chosen by BEAD (using discovery and routinginplementation was done using C programming with the Lib-
is close to the set of optimal paths chosen by the routimgt [11] package to handle packet transmission and receptio
protocol. The introduction of discovery as a separate layerfunctionality. The experimental setup comprised 3 APs, 3FN
further justified by studying the routing overhead reductis and 10 SNs.
described in the next subsection. We enhanced the existing beacons in the 802.11 MAC layer
] . to support BEAD protocol. For ease of implementation, the
C. Effect of discovery on routing overhead beacons used in the prototype were application-level gacke
The topology consisted of 100 MNs, 10 FNs, and 4 APs generated using Libnet and not 802.11 beacons that are
which the FNs and MNs are mobile. Fig. 8a shows the routirigpically generated by the firmware of the wireless adapter.
overhead with increasing node mobility. There is a significa The beacon message contained the node identifier infor-
reduction in routing overhead with the introduction of thenation as well as a sequence number. This could be further
discovery mechanism. We also observe that the differenceaisgmented to contain information about the current load and
greater at higher mobility rates. The reason for this is thahergy levels at each node which may be used by the other

V. PROTOTYPEIMPLEMENTATION
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nodes to determine whether or not to send an associatioisto th V1. CONCLUSIONS ANDFUTURE WORK

node. After the initial setup, the AP and FN nodes transuhitte In this paper, a novel discovery protocol (BEAD) is pre-
beacons on predetermined channels periodically based oseated to establish a desirable topology based on different
configurable beacon interval (set to a default value of 2&bejective functions prior to routing for a hierarchicaklti

ms). Each node (FN/MN) scanned through all the channelsannel ad-hoc network. We have shown the advantages of
and recorded the received beacon information in their loaaing a separate module for neighbor discovery are signtfica
neighbor tables. The structure of the neighbor table is stiow and the routing overhead is significantly reduced when aalipl
Table 1. After scanning through all the channels and caligct with a discovery mechanism. We also presented a proof-
the beacons, the MNs (and FNs) decided the best “cost” pareficoncept prototype to validate our discovery protocal. |
for association and sent an association message to that néaeire, we intend to study the tradeoff between robustness
After the associations were received, the initial topolegs of reduced links and reliability to find out the degree of
formed. The nodes periodically went into rescan mode inord@pological redundancy desirable after the discovery @has
to determine the status of their links to one-hop neighboimBurther work on integrated discovery and routing mechasism
recalculate their best “cost” parent and send associationsis also planned.

that node.
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