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Abstract— This paper investigatesreliable and unreliable for-
warding strategiesin a parallel-relay network. We consider the
problemthat maximizesthe achievablerate under the total power
constraint that allows for the power allocation among the nodes.
We approach this problem by solving its dual with the objective
to communicate to the destination at rate r using minimum
transmitted power. Moti vated by applicationsin sensornetworks,
we assumelarge bandwidth resourcesallowing orthogonal trans-
missions at the nodes. In such a network, the enemy cost per
information bit [1] during the reliable forwarding is minimized
by operating in the wideband regime.For the wideband decode-
and-forward (DF) strategy, we presentthe optimum parallel-r elay
solution by identifying the best choice of relay nodes and the
optimum power allocation among them. We demonstrate that
the data should be sent over a single relay route through one
relay that is in the “best” position in the network.

On the other hand, asobsewed in [2], the benefit of unreliable
amplify-and-forward (AF) strategy diminishes in the wideband
regime. We characterize the optimum bandwidth for AF that
minimizes the total enemy cost per information bit for our
network model. We show that transmitting in the optimum band-
width allows the network to operate in the linear regime where
the achieved rate increasedinearly with transmit power. We then
identify the best subsetof AF relay nodesand characterize the
optimum power allocation per dimension among relays, for a
given source power and bandwidth.

Based on this analysis, we compare the enemy-efficiency of
DF and AF in a one-relay network and show the regionswhere
each strategy is optimal.

Index Terms— Decode-and-brward, amplify-and-forward, op-
timum relay strategy, optimum bandwidth

|. INTRODUCTION

We considera Gaussiarparallel-relaychannelconsistingof
a single source-destinatiompair and M relays that dedicate
their resourcesto relaying information for the source.The
capacityof this network is not known for ary finite M. For
M = 1, thecapacitywasfoundin [3] for the degradedversion
of this channel. The asymptoticcapacityin the limit as the
numberof relays M tendsto infinity was found in [4], [5],
by employing unreliable forwarding at the relays. Another
stratgyy in which relaysdo not decodea messagehut sendthe
compressedeceved valuesto the destinationwas considered
in [3] and extendedto a multiple relay channelin [6]. When
the relays are closeto the destination,this stratgly achieves
the antenna-clustering capacity [6].
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This approachis in contrastto the stratggy where the
messages reliably decodedat the relays, enablingrelaysto
re-encodeand forward the messagedo the destination.This
stratgly achievesthe capacityof the degradedrelay channel
[3]. Its extensionto multiple relayswas presentedn [7], [8].
Whenrelaysare closeto the source,DF stratgyy canachiese
the capacityin a wirelessrelay network [8].

This paperinvestigatesreliable and unreliable forwarding
stratgies in a parallel-relaynetwork. Motivated by applica-
tionsin sensonetworks,we assumdarge bandwidthresources
allowing orthogonaltransmissionsat the nodes. While the
minimum enegy cost per information bit in a generalrelay
network is unknown [9], in our model, a decode-and-forard
network will minimize the enegy costperinformationbit [1]
by operatingin the widebandregime. However, as already
obsenedin [2], the AF stratgy shouldoperatein a different
regime. A disadwantageof the AF stratgy is that the relay
power is wastedamplifying the recever noiseat a relay. This
effect worsensas the signaling bandwidthincreasesin fact,
for a network operatingin the widebandregime, thereis no
benefitfrom relaysemploying the AF stratayy.

With this obsenation in mind, we investigatethe perfor
manceof the reliable and unreliableforwardingin a parallel-
relay network. We take approachof [10] and considertwo
dual problems;one that maximizesthe achievable rate given
the power constraintsand the secondthat minimizesthe total
averagepower to supporta givenrate at the destinationnode.
We presenthe optimumsolutionfor thewidebandDF stratey
by identifying the bestchoiceof relay nodesandthe optimum
power allocationamongthem. We demonstratehat the data
shouldbe sentover a singlerelay routethroughonerelay that
is in the “best” positionin the network. We then characterize
the optimum bandwidthfor AF and shav that transmitting
in the optimum bandwidthallows the network to operatein
the linear regime where the achieved rate increasedinearly
with transmit power. We then identify the best subsetof
AF relay nodesand determinethe optimum power allocation
per dimensionamongrelays, for a given sourcepower and
bandwidth.

Basedon this analysis,we comparethe enegy-efficiency
of DF and AF in a one-relaynetwork while allowing each
stratgy to transmitin its optimum bandwidth. We identify
the regionswhere eachstratgy performsbetter

Il. SYSTEM MODEL

A Gaussianparallel-relay channelis showvn in Figure 1.
The channelconsistsof a single source-destinatiopair and
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Fig. 1. Parallel-RelayChannel.

M relaysthat dedicatetheir resourcego relayinginformation
for the source Eachtransmissioroccursduring a transmission
interval T' in an orthogonalAWGN channelof bandwidthiW
asin [11]. We view eachorthogonalkchannelasa discrete-time
Gaussiarchannelby representinga waveform of durationT
as a vectorin the n = 2WT spacefor sufiiciently large n
[12]. In eachtime slot, relay m obseresa noisy version of
the input X, transmittedat the source

Yrm = V omXo + Zm (1)

where Z,, is a Gaussianrandom variable with mean zero
and variance Ny /2 and ,/a,, is the channelgain between
the sourceandrelay m. Relay m transmitssignal X,,,. The
destinationreceves noisy copiesof all inputs, as shovn in

Figure 1. The receved signal at the destinationat eachtime

slot in a discrete-timechannelis

Y=BX+W )

whereB is adiagonalchannelgainmatrix with entriesb,,,,, =
VBm-1, m = 1,...M + 1. Vector X = [Xop,...Xpn] is
the vector of channelinputs and W is the Gaussiannoise
vectorwith independentomponentsvith varianceNg /2. For
corveniencewe assumeéhe unitsof power aresuchthat Ny =
1.

We considertwo different transmissionstratgjies at the
relays:

« Decode-and-rward: Thetransmissiorfrom the source
is reliably receved at a relay. The relay decodesthe
messagere-encodest and transmitsthat messagen an
orthogonalchannel.

« Amplify-and-F orward: The receved signal at relay m,
1 < m < M is amplifiedandforwardedin anorthogonal
channel.For amplificationgain b,,, > 0, relay transmits

= Vb Vam = Vb (VamXo + Zm) . (3)

Il. OPTIMUM BANDWIDTH

To formulate the problem, we first considerthe achie/-
able rates per dimensionfor a given power allocationp =
[po,p1 - --pu]T wherepy is the sourcepower and p,, is the
power at relay m.

For the given power p, andthe rater at the source,relay
i will be able to executethe DF stratgy only if the rate r
canbe communicatedeliably from the sourceto relay i with
power po. Thusit hasto hold that

W log (1+ %) > 4)

When constraint(4) is met for nodes, we saythatthe source
makes node i reliable. Let A(pg) denotethe set of reliable
relays,i.e., thoserelays that are madereliable by a source
transmissiorat power p, andrater, andcanthusexecutethe

DF stratgyy. For given A(py), the parallel-relaynetwork (2)

is a Gaussiarvector channelanalogougo a multiple antenna
system[13]. The achievablerate per dimensionis determined
by the maximum mutual information betweenthe channel
input X andoutput’Y. For the DF stratey, it is given by

1 1 i i
IDF(%): 21 g(l_’_llovﬁ()) + Z 510g(1+pV5 )
i€ A(po)
)

On the other hand, ary relay m that is assignedpower p,,
canamplify-and-forwardthereceivedsignal. Theamplification
gain by, is chosensuchthat the transmitpower at relay m is
pm andis found from (3) to be

Pm
—_— 6
ampo + W ©)
We can againuse the result for Gaussianvector channelsto
determinethe achievablerate for the AF stratey

ampo + ,Bmpm +W

1+—<ﬂo+z
(7

The following obsenation motivatesthe formulation of our
problem.

Lemma 1: Forary givenpowerallocationp, Wipr(p/W)

is increasingin W for the decode-andorward stratey. For
the amplify-and-forward strateyy, there exists finite W* that
maximizesW I4r(p/W).
Lemmal statesthe well known fact that the enegy cost per
information bit for the DF stratgy is maximized when the
network operatesn the widebandregime [14]. On the other
hand,Lemmal shaws that the optimum operatingbandwidth
W* for the AF stratgyy is finite. Considerthe maximum
achievable rate in bits/s at the destinationnode for the AF
strategy

m=1,... M.

bm =

£) _ 1 O BmPm

I
ar(p) = 5lo

C = 2WIAF(%) bits/s 8)
where 4 is givenby (7). For large W,
ﬂopo

which is the rate achieved in the widebandregime by direct
transmissionfrom the source.Therefore,when operatingin
the widebandregime, thereis no benefitfrom transmissionsit
relaysthat employ AF strateyy. This behaior was previously
obsened in [2] in a parallel Gaussiannetwork with two
relays.With this obsenationin mind, we considerthe problem
to maximize the achievable rate in the network under the
given power constraint. Rather than consideringthe power



constraintimposedon each transmittey we considera less
restrictve power constrainton the total power in the network
E[XTX] < p/2W. BecauseDF and AF will notin general
operatein the samebandwidth,we comparethe performance
of two strataies, using the total power constraint

1"p <p. (10)

The problem of maximizing the achievable rate under the

total power constraint(10) hasits dual with the objectve to

communicateo the destinationat rater bits/susingminimum

transmitted power p*. The two problems have analogous
solutions that becomethe samewhen p* = p. In the rest
of the paperwe presentthe solutionto the latter problem.

V. DECODE-AND-FORWARD

When transmittingwith rater, the sourcewill make node
i reliable if constraint(4) is met. The achiesed rate at the
destinationis then given by (5). This implies that, for the
sourceto communicateat rate » with the destination,we

require
Pofo
1 1+ —— 1
w 0g< + W > ( +

To optimizethetransmitpowers,we have to find the bestsub-
setof nodesto be madereliable so thatthey candecode-and-
forward the messageWe use binary variablesz; to indicate
whichrelayswill bereliableandformulateour problemin the
following way:

pifi
w

+ Z W log

i€A(po)

) > (11)

M
min Zpi (12)
=0
subjectto (13)
Pol - piP
0~0 1M
W log (1 + W) + ;aziWIOg (1 + W) >r, (12a)
Wlog (1 + w) > x;T,
(12b)
z; € {0,1}, (12c)
pi > 0. (12d)

In thelimit of large W, this problemsimplifiesto thewideband
DF relay problem:

M
min Zpi (14)
i=0
M
subjectto pofo + Y zipifi > 1, (14a)
i=1
Poa; > x;T, (14b)
z; € {0,1}, (14c¢)
pi > 0. (14d)

Theorem 1: The widebandDF relay problem (14) admits
an optimal solution in which no more than one relay node
transmits.

Theorem1 holds becausewhen transmitting with severely
restrictedransmittempower, waterfilling overtherelaysresults
in transmitting to the relay with the best channelto the
destination.

By Theoreml, it is sufficient to consideronly policiesthat
employ asinglerelayk. In this casetheproblem(14) becomes
the widebandsingle relay problem

min po + Pk (15)
subjectto pofo + Trprfr > T, (15a)
Doy > TgT, (15b)

. € {0,1}, (15c)

Po,pr. > 0. (15d)

In the problem(15), one canshaow thatrelay k is usedonly if
ar > Bo and By > By. In this case the transmitpowersare

r r — Bor/ o

* R * 16
pO Qg pk ,Bk ( )
The total transmittedpower of this solutionis
1 Bo
ot+pE=r|—+——— : 17
pO pk ay, ﬂk akﬂk ( )

We emphasizehat this is the optimal power assignmenfor
usingnodek aslong asnodek is a usefulrelay, in the sense
that £ belongto the setof usefulrelays

U = {ila; > Bo, Bi > Bo}-

Finally, amongall usefulrelaysk, we choosethat one which
minimizesthe total transmittedpower p§ + p;. We summarize
our obsenationsin the following theorem.

Theorem 2: If the setU of usefulrelaysis non-empty the
optimal solutionto the widebandDF relay problem(14) is for
the sourceto employ relay

(18)

1 Bo

o B

Br

with powerassignmengivenby (16); otherwisejf U is empty
thendirect transmissiorfrom the sourceto the destinationis
optimal.

1
k* = argmin |— +

19
keU | O ( )

V. AMPLIFY-AND-FORWARD

We now definethe power minimization problemfor the AF
stratgly. We formulatethe problemin termsof the power per
dimensionP = p/W. The achievablerate (7) becomes

M A B P,
0 (’30 mzzl amPo + BmPm + 1
(20)
Sincethe optimum bandwidthin this caseis not known, we
formulatethe AF relay problemas

1
I,r(P) = 2 log

p* :g% 2w1TPp (21)
subjectto 2WI,4p(P) > 7, (21a)

P >0, (21b)

0 <W < Whax- (21c)



We assumethat W, is a maximumbandwidthavailablein

eachchannel We chooselV ., sufficiently large to allow the
network to operatein the widebandregime. Let (P*, W*)

denote the optimum power and bandwidth allocation that
achievesp* in (21). We first obsene that, to achiesze nonzero
rate in (21) and thus satisfy the rate constraint(21a), the
network usesbandwidthW* > 0 and the sourcetransmits
with power Py > 0. Furthermore constraint(21a) is always
binding. Dependingon the values of the channelgains, a
solution to problem (21) may be a direct transmissionfrom

thesourcethatis, P, =0forallm=1,... M, W* = Wax

and Py givenby (21a).Otherwisethereis asubsebf K < M

relaysemploying the AF strateyy.

The Lagrangianin Problem(21) is

M
A=2W > P -
m=0

We next characterizethe optimum bandwidthfor the AF
stratgy in (21).

Lemma 2: For Wi,y sufliciently large, the optimumband-
width for the AF stratey in (21)is strictly smallerthanWp, ax.
Proof for Lemma?2 follows from the fact that, for ary fixed
p, WIsr(p/W) is decreasingn W for large W.

Given P* for the AF strategy, it would be corvenientto
relabel the nodessuch that 1,..., K relays are the actve
transmitterswith powers P, > 0 and Py, =0, m = K +
1,..., M. From LemmaZ2, the optimum solution for the AF
stratgyy in (21) is never on the boundaryof constraint(21c),
thatis 0 < W* < Whax. By the Kuhn-Tucker conditions,this
implies

A2W I4r(P)

—r) (22)

OA S
o7 =2 Z P — 2\ 4p(P*) =0 (23)
From (23), we obtainthe Lagrangemultiplier
Yo Pr
A== 24
Tap(P*) (24)

For nodesk = 0, ... K with non-zerotransmitterpowers, the
Kuhn-Tucker conditionsare

OA

OLar (P*)
From (24) and (25),
Olar®) _1_ Iar®) o k. (26)
P, A Yoo P ,

The optimum power allocation (Fy, ..., Pj) can then be
determinedrom K + 1 equationsgiven by (26), independent
of r andW*. The optimumbandwidthcanbe determinedsuch
thatthe solutionlies on the feasibility region boundary(21a):
% r
W 2147 (P*) (7)
where the first K + 1 elementsof P* are nonzeroand are
givenby (Py, Py, ..., Pj) andtherestM — K + 1 elements
arezero.From (21), (24) and (27),

K *
Em:O Pm

r = Ar.
IAF(P*)

K
pr=2W*> P = (28)
m=0

We thus proved the following:

Theorem 3: The AF relay problem (21) has an optimum
solutionin which the optimumbandwidth¥*, rater andthe
total transmitpower p* have a linear relationship.

We canview A asa’power price’: increasingherequiredrate
r in (21) by Ar, increaseghe minimum requiredtotal power
p* by AAr.

The optimum solution to the AF relay problem (21) is
specifiedby the optimum transmit powers at the sourceand
therelays,operatingin the optimumbandwidth.To determine
the optimum power allocationrequiressolving the systemof
equationgyivenby (26) which doesnot appeaasaneasytask.
We approactthis problemby consideringa subproblenof (21)
that determinesthe optimum power allocationper dimension
amongrelaysonly, for a given sourcepower and bandwidth.

A. Optimum Power Allocation at Relays

To identify the bestsubsebf AF relay nodesfor ary source
power and signalingbandwidth,we let,

amBm

m =) —— 29
Ym =1/ o Py 11 (29)

The achievable rate per dimension(20) becomes

2
O Y Pm
I+r(P) = log 1+ PR <ﬂ0+2am+’y > p )

(30)

For fixed bandwidth and power at the source, maximizing
147 (P) over the choiceof relay powersis equivalentto

Oém’)’m

31

max Z o +7 (31)
M

subjectto » P, < Pg, (31a)
m=1

P>o0. (31b)

where P = [P1,...,Py] is the vector of relay transmit
powers. The power per dimensionallocatedto relaysis

Pr= 1=~ Py

wherep is thetotal power constraintasgivenby (10). Notethat
(31) solvesthe dualto (21) andfor p = p* the two problems
have identicalsolutions.Fromthe Kuhn-Tucker conditions the
optimum solutionto (31) is
+
dm [i—i] m=1,...K (33
V1 Tm

wheren is the Lagrangemul'upller and can be found such
thatboundaryconstraint(31a)is satisfiedwith equality When
solving (31) for 0pt|mum (W=, B§), from (32) and (31a) it
follows thatz | P* = p*/W* — Pz, andthus P* solves
(22). Alternatlvely, we could derive solution(33) directly from
(25).

From (33) we obsenre that the optimum AF stratgy in
generalemplgys a set of relays, unlike the optimum DF
stratgy. The optimum choice of relays strongly dependson

(32)

Pr=—

m
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the sourcetransmitpower. Figures2 and3 show the optimum
power allocation among the relays spreadover an areain

betweensourceanddestinationfor two significantly different
source powers. For a sourceoperatingat low-SNR, Figure
2 shaws that the best choice is to relay through the nodes
that are closeto the source.This is not surprisingsince, in

this case the “broadcast’part of the channelfrom the source
to relaysis weak. The solution thus tries to maximize the
performancef the broadcassideby choosingnodesthathave

the highestreceved SNR. The situationis oppositein the high

SNRregime at the source shawvn in Figure 3, wherethe SNR
at the relaysis high and relay-destinatiorchannellimits the
performanceof the network. The solutionthen chosesrelays
that have betterchannelto the destination.

dest
D

y coordinate

Thus, the bestchoice of relay nodessignificantly depends T e "
on the transmit power at the sourceand our next goalis to _
solve (21) and determinethe optimum operatingpoint. Fig. 4. Decode-and-forard and amplify-and-forvard performance.

The dots, circles and plusesindicate,respectiely, the
regionswhereDF, AF anddirect transmissiorsupportthe
rater with minimum power.

For two limiting power regimes,it follows from (29) that
the parametery,, is determinedby the channelgainsas
[ VamBm, inlow-SNRregime (34)

Tm = /Bm/Po, in high-SNRregime
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