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Abstract— We consider cooperative data broadcastin a wire-
lessnetwork with the objective to maximize the network lifetime.
To increasethe enemy-efficiency we allow the nodesthat are out
of the transmissionrange of a transmitter to collect the enemy of
unreliably receved overheard signals.As a messageas forwarded
through the network, nodes will have multiple opportunities
to reliably receve the messageby collecting enemy during
each retransmission. We refer to this strategy as cooperative
(accumulative) broadcast.

We present the Maximum Lifetime Accumulative Broadcast
(MLAB) algorithm that specifiesthe nodes’order of transmission
and transmit power levels. We prove that the solution found
by MLAB algorithm is optimal but not necessarilyunique. The
power levels found by the algorithm ensure that the lifetimes
of the relays are the same, causingthem to fail simultaneously
Therefore, the algorithm performs optimum load balancing. For
the samebattery levels at all the nodes,the optimum transmit
powers becomethe same.

Cooperative broadcastnot only increasegshe enemy-efficiency
during the broadcast by allowing for more energy radiated
in the network to be collected, but also makes optimum load
balancing possible, by relaxing the constraint imposed by the
corventional broadcast,that a relay hasto transmit with power
sufficient to reachits mostdisadvantagedchild. Simulation results
demonstrate that cooperative broadcast significantly increased
network lifetime compared to corventional broadcast.

Index Terms— Cooperative broadcast,maximum network life-
time, optimum transmit powers

|. INTRODUCTION

We considerthe problemof enegy-efficient broadcastingn
awirelessnetwork. Prior work onthis subjecthasbeenfocused
on the minimum-enegy broadcasproblemwith the objective
of minimizing the total transmittecpower in the network. This
problem was showvn in [1]-[3] to be NP-complete.Several
heuristicsor constructingenegy-efficientbroadcastreeshave
beenproposedsee[1], [2], [4]-[6] andreferencegherein).

However, broadcastinglatathroughan enegy-efficient tree
drainsthe batteriesat the nodesunevenly causinghigherdrain
relaysto fail first. The performanceobjective that addresses
this issueis maximizing the network lifetime. The network
lifetime is definedto be the duration of a data sessionuntil
the first nodebatteryis fully drained[7]. Finding a broadcast
tree that maximizesnetwork lifetime was consideredn [8]—
[10]. The similar problemof maximizingthe network lifetime
duringa multicastwasaddresseth [11]. Becausehe enegies
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of the nodesin a tree are drainedunevenly, the optimal tree

changesin time and therefore the authors[8]-[11] distin-

guishedbetweenthe static and dynamic maximum lifetime

problem.In a static problem,a single treeis usedthroughout
the broadcaskessionwhereasthe dynamicproblemallows a

sequencef treesto beused.Sincethelatterapproactbalances
thetraffic moreevenly amongthe nodes,t generallyperforms
better For the static problem,an algorithmwas proposedhat

finds the optimum tree [8]. For the specialcaseof identical

initial batteryenegy atthenodesthe optimumtreewasshovn

to be the minimum spanningtree. In a dynamic problem, a

seriesof treeswere usedthatwere periodically updated9] or

usedwith assignedduty cycles[10].

Wireless formulations of the above broadcastproblems
assumeéhata nodecanbenefitfrom a certaintransmissioronly
if therecevedpoweris above a thresholdrequiredfor reliable
communicationThis is a pessimisticassumptionA nodefor
which the receved power is below the requiredthreshold but
above the recever noise floor, can collect enegy from the
unreliablereceptionof the transmittedinformation.

Moreover, it was obsened in the relay channel[12] that
utilizing unreliable overheardinformation was essentialto
achieving capacity This idea is particularly suited for the
broadcastproblem, where a node has multiple opportunities
to recevve a messagasthe messagés forwardedthroughthe
network. We borrow this idea and re-examine the broadcast
problem under the assumptionthat nodes accumulatethe
enegy of unreliable receptions.We refer to this particular
cooperatie stratgly as accumulative broadcast [13]. For
fading channelsthe cooperatiorbetweenthe nodesoffersthe
additional benefit as a form of diversity [14]-[16]. In this
paper we addressthe problem of maximizing the network
lifetime by emplgying the accumulatie broadcast.As in
the corventional broadcastproblem, we impose a reliable
forwarding constraintthat a nodecanforward a messagenly
after reliably decodingthat message.

We shav that the maximum lifetime broadcastproblem
hasa simple optimal solutionand proposeMaximum Lifetime
Accumulative Broadcast (MLAB) algorithmthat finds it. The
solution specifiesthe order of transmissionsand transmit
power levels at the nodes.The power levels given by the
solution ensurethat the lifetimes of relay nodesare the same
and thus, their batteriesdie simultaneously Therefore,the
MLAB algorithmperformsoptimalload balancingthereis no
needfor dynamic updatesof the solution and the algorithm
solves both staticand dynamicproblemat the sametime. As
shawvn later, this is due to the accumulatie broadcastthat
naturally allows for load balancing.Moreover, the simplicity



of the solution allows us to formulate a distributed MLAB
algorithmthat useslocal information at the nodesandis thus
bettersuitedfor networks with large numberof nodes[17].

The paperis organizedas follows. In the next section,we
give the network modelandin Sectionlll, we formulatethe
problem. In Section IV, we presentMLAB algorithm that
finds the optimal solution.In SectionV, we shav the benefit
of accumulatie broadcasto the network lifetime compared
to the corventionalbroadcasthroughsimulationresults.The
proofs of the theoremsare givenin the Appendix.

Il. SYSTEM MODEL

We considera static wireless network of N nodessuch
that from eachtransmittingnodek to eachreceving nodem,
thereexistsan AWGN channelof bandwidth1¥” characterized
by a frequeng non-selectie link gain h,,;. In our analysis,
we do not considerfading and thus each channelis time-
invariantwith a constantink gainrepresentinghe signalpath
loss. We further assumdarge enoughbandwidthresourcego
enableeachtransmissionto occurin an orthogonalchannel,
thuscausingno interferenceo othertransmissionsEachnode
hasboth transmitterandrecever capableof operatingover all
channels.

A recever nodej is saidto bein the transmissiorrangeof
transmitter; if the receved power at j is above a threshold
that ensureghe capacityof the channelfrom i to j is above
the code rate of nodei. We assumethat eachnode can use
different power levels, which will determineits transmission
range.The nodesbeyond the transmissiorrangewill receve
an unreliablecopy of a transmittedsignal. Thosenodescan
exploit the fact that a messages sentthroughmultiple hops
on its way to all the nodes.Repeatedransmissionsact as a
repetitioncodefor all nodesbeyond the transmissiorrange.

After a certainmessagéasbeentransmittedrom a source,
labeled node 1, sequenceof retransmissionsat appropriate
powerlevelswill ensurghateventuallyevery nodehasreliably
decodedthe broadcastmessageHenceforth,we focus on the
broadcasbf a single messageand say that a nodeis reliable
onceit hasreliably decodedhe broadcasmessageUnderthe
reliableforwardingconstraintanodeis permittedto retransmit
(forward) only after reliably decodingthe message.

The constraintof reliable forwarding imposesan ordering
on the network nodes.In particular a nodem will decodea
messagérom thetransmissionsf a specificsetof transmitting
nodesthat becamereliable prior to node m. Starting with
node 1, the source,as the first reliable node, a solution to
the cooperatie broadcastproblem will be characterizedoy
a reliability schedule, which specifiesthe orderin which the
nodesbecomereliable.

A reliability schedule[nq, na, na,...,ny] is simply a per
mutation of [1,2,..., N] that always startswith the source
noden; = 1. Givenareliability scheduleit will becorvenient
for the following discussionto relabel the nodessuch that
the scheduleis simply [1,2,..., N]. After eachnode k €
{1,...,m — 1} transmitswith averagepower p;, the maximal
numberof bits per secondthat canbe achieved at nodem is

[18]

m—1
Zk:l N kD

rm = Wlog, <1 + NoW

) bits/s, (1)

where N, is the one-sidedpower spectraldensityof the noise.
Let the requireddatarate for broadcasting” be given by

7 = W log, (1 + ) bits/s

2
NoW @
From (1) and (2), achieving r,,, = 7 implies that the total
receved power at nodem hasto be above the thresholdP,
thatis,

m—1

Z hmkpr = P.

k=1
After the datahasbeensuccessfullybroadcastedall the nodes
are reliable and feasibility constraint(3) is satisfiedat every
node m. When communicatingat rate 7, the requiredsignal
enegy per bit is E, = P/7 Joules/bit.This enegy can be
collectedat a nodem during onetransmissiorinterval [0, T']
from a transmissionof a single node k& with power p, =
P/hmk, ascommonlyassumedn broadcastingoroblem[1],
[2], [4], [8]-[10] . However, using the accumulatie strateyy,
therequiredenegy £, is collectedfrom m — 1 transmissions.

®3)

I1l. APPROACH

A lifetime of a node ¢ transmittingwith power p; is given
by T;(p;) = e;/p; wheree; is initial batteryenegy at nodes.
The network lifetime is the time until the first nodefailure

(4)

wherep is a vectorof transmittednodepowers. The problem
is to maximizethe network lifetime underthe constraintghat
all nodesbecomereliable.

In the corventional broadcastproblem, the broadcastree
uniquelydetermineghe transmissiorevels; arelay thatis the
parentof a group of siblingsin the broadcastree transmits
with the power neededto reliably reachthe most disadwan-
tagedsiblingin thegroup.Hence thearcsin thebroadcastree
uniquely determinethe power levels for eachtransmission.

In the accumulatie broadcasthowever, thereis no a clear
parent-childrelationshipbetweemodesbecausenodescollect
enegy from the transmissionof mary nodes.Furthermore,
the optimum solution may requirethat a relay transmitswith
apower level differentfrom the level preciselyneededo reach
agroupof nodesreliably; the nodesmay collecttherestof the
neededenegy from the future transmissionof other nodes.
In fact, the optimum solution often favors such situations
becauseall nodesbeyond the rangeof a certaintransmission
arecollectingenegy while they areunreliable;the more such
nodes,the more efficiently the transmittedenegy is being
used.

The differencesfrom the corventional broadcastproblem
dictatea new approach.The optimum solution must specify
the reliability scheduleas well as the transmit power levels
used at each node. Given a schedule,we can formulate a
linearprogram(LP) thatwill find theoptimumsolutionfor that

Thet(P) = min7; (ps)



scheduleSucha solutionwill identify thosenodesthatshould
transmit and their transmissionpower levels. A reliability
schedulecanbe representedby a matrix X where

.rL]:{

Eachz;; is an indicator that a node i collects enegy from

a transmissionby node j. Note that z; = 0, for all + and
xzj; = 1 —x;;. Given a scheduleX, we definea gain matrix

H(X) with element(i, j) givenby h;;z;;. Then,we candefine
the problemof maximizingthe network lifetime for schedule
X in termsof the vectorp of transmittedpowersas

1 node: scheduledo transmitafter node j
0 otherwise

(®)

min max 22 (6)
€q

subjectto H(X)p > 1P, (6a)

p>0. (6b)

The inequality (6a) contains N — 1 constraintsas in (3),

requiringthatthe accumulatedecevved power at all the nodes
but the sourceis above the threshold P. Alternatively, we

candefinethe problemin termsof normalized nodepowers
P; = pie1/e; that accountfor different battery capacities
at the nodes.The lifetime at every node i in terms of the

normalizedpower is as if all the batterieswere the same:
T, = e;/pi = e1/p;. In terms of normalizednode powers,
Problem(6) canbe definedas

min maxp;
subjectto H(X)

()

p=>1P,
p=>0
whereeachcolumnh; of the normalizedgain matrix H(X) is
obtainedfrom the correspondingolumn h; of matrix H(X)
ash; = hiei/el.

For ary scheduleX, we canformulateProblem(7) asa LP
in termsof transmitpower levelsp

p*(X) =min p (8)
subjectto H(X)p > 1P (8a)

P<1p (8b)

p>0. (8c)

If p = p*(X), thenthereexistsa power vectorp suchthat(8b)
and (8c) are satisfied.It follows thatfor ary p > p, p < 1p.
Thus, for ary power p > p*(X), we say that power p is
feasible for scheduleX. We let p* denotethe optimum power
p* = minx p*(X). Equation(8) is a formal statemenbf the
problemfrom which finding the bestschedulecorresponding
to p* is not apparentWe will seethatthe power p*, may, in
fact, be the solutionto (8) for a set of schedulesX’*. Note
that, becausep* is the optimum power, schedulesn X* are
the only scheduledor which power p* is feasible.
Ratherthanidentifying X*, we employ a simple procedure
that for ary power p, determinesthe schedulesfor which
power p is feasible.In particulatr to distribute a broadcast
messagewe let eachnode retransmitwith power p as soon
as possible, namelyas soonasit becomegeliable. We refer

to sucha distribution asthe ASAP(p) distribution. During the
ASAP(p) distribution, themessagevill beresenin asequence
of retransmissiorstagesfrom setsof nodesZ(p), Za2(p), . - -
with power p wherein eachstagei, a set Z; that became
reliableduring stagei — 1, transmitsandmakes 7, , ; reliable.
Let S;(p) andU;(p) denotethe reliable nodesand unreliable
nodesat the start of stagei. Then, Z;(p) = 1 and S;(p) =
Z1(p)U...UZ;(p). ThesetZ;;1(p) is given by

Ziv1(p) ={z € Ui(p) :p Z h.i > P}.
kES;i(p)

9)

Note that if power p is too small, the ASAP(p) distribution
can stall at stagei with S;1(p) = S;(p) and U;(p) # 0.
In this case,ASAP(p) fails to distribute the messageo all
nodes.When U;(p) = 0 at ary i, the ASAP(p) distribution
terminates successfully. We will saythat ASAP(p) distribution
is a feasible broadcast if it terminatessuccessfully

The partial node ordering, Z1(p), Z2(p), - - ., specifiesthe
sequencén which nodesbecamereliableduring the ASAP(p)
distribution. In particulay ary scheduleX that is consistent
with this partial orderingis a feasibleschedulefor power p.
Nodesthatbecomereliableduringthe samestageof ASAP(p)
canbescheduledn anarbitraryorderamongthemselessince
thesenodesdo not contribute to eachother’s received power.
The following theoremverifies that in terms of maximizing
the network lifetime it is sufficient to consideronly schedules
consistentwith the ASAP(p) distribution.

Theorem 1: If p is a feasiblepower for scheduleX, then
the ASAP(p) distribution is a feasiblebroadcast.

In particular Theorem1 implies that for optimum power p*,
the ASAP(p*) distribution is feasible.

We next presentthe Maximum Lifetime Accumulative
Broadcast (MLAB) algorithm, that determinesthe optimum
power p*. Once the power p* is given, broadcastingwith
ASAP(p*) will maximizethe network lifetime.

IV. MLAB ALGORITHM

We labelnodel asthe sourceand?2 asits closestneighbor
(more precisely the node with the highestlink gain to the
source).The idea of the algorithmis the following. In order
to broadcastinformation, node 1 hasto make at least one
node, its closestneighbor reliable. Therefore,node 1 has
to transmit with power P/hy;. This determinesthe initial
candidate broadcast power as p = P/hy;. Once reliable,
node2 cantransmitwith the samepower p without increasing
the candidatepower. If thesetwo transmissionsnake a nen
set of nodesreliable, we can repeatthe sameprocedurewe
allow transmissionsfrom new reliable nodesuntil no new
nodesaremadereliableandall reliablenodeshave transmitted
with power p. At this point, if all N nodesare reliable,
we are done. Otherwise, at least one reliable node has to
increaseits transmitpower by somepower level A in order
for theinformationto be broadcastThat,in turn,increaseshe
candidatepower p to p+ A andthereforeall reliablenodescan
increaseheir powerby A. In fact,theincreaseA is minimized
if power p+ A is sufficient to make onemoreunreliablenode
reliable. This procedurecan then be repeateduntil all nodes
arereliable.



Initialize: p=P/hy
Start: Set Si(p) ={1}; Ui(p)=5°
apply the ASAP(p) distribution;

I f ASAP(p) stalls at stage n(p):

for all jeU,(p) calculate:

Aj=P/ Zkesn(p)(p) hjk —

Set: A*= minjey, . (v) Ay, p—p+ A%

go to Start;
end

The cardinality of S is given by |S|. S¢ denotes the
complement.

Fig. 1. MLAB algorithm.

Thus,in the MLAB algorithmwe find the optimum power
p* through a seriesof ASAP(p) distributions, starting with
the smallestpossible candidatepower, p = P/ho;. If the
ASAP(p) distribution stallsat somestagen(p), we determine
the minimum power increaseA* for which ASAP(p + A*)
will not stall at stagen(p), in thefollowing way. Theincrease
in candidatebroadcastpower A; neededto make a node
J € Uyp)(p) reliable mustsatisfy

2.

P= (p+4)) hjk. (20)
kESy(p) (P)

We chooseA*™ = minjep, () A;. Becausethe ASAP(p)
distribution hasstalled,we increasep to p + A* andrestart
the MLAB algorithm.

The pseudocodef the algorithmis givenin Figure 1. The
MLAB algorithmendsafter L < N — 1 restarts.Thereexists
a setof feasiblescheduleghat are consistentwith the partial
orderinggiven by the ASAP(p) distribution. The normalized
transmitpower at all nodesin Sy (p) is p. Note that the last
transmittingset Z;, (p) couldin fact, transmitwith power less
than p if it is enoughfor the last unreliable set Uy (p) to
becomereliable. Thus, choosingthe power level at all nodes
to be p is not necessarilya uniquesolution. While this won'’t
changethe network lifetime, the latter solution will reduce
the total broadcaspower in the network. Next we show that
the power found by MLAB is in fact optimum power, thatis,
p=p".

Theorem 2: TheMLAB algorithmfindstheoptimumpower
p* suchthatthe ASAP(p*) distribution maximizesthe network
lifetime.

The full restartsof the MLAB algorithm are usedprimarily
to simplify the proof of Theorem2. In fact, when MLAB

stalls,it is sufficient for the reliablenodesto offer incremental
retransmissionatpower A*. This obsenationwill bethebasis
of distributed algorithmsproposedn [17].

V. PERFORMANCE

We now evaluate the benefit of accumulatie broadcast
to the network lifetime and compareit to the corventional
network broadcasthat discardsoverhearddatain a network.
In particular networks with randomly positionednodesin a
10 x 10 squareregion were generatedThe transmittedpower
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Fig. 2. Broadcasipower for different propagationexponentvalues.

was attenuatedwith distanced as d“ for different values
of propagationexponenta = 2,3,4. The receved power
thresholdwas chosento be P = 1. Resultswere basedon
the performanceof 100 randomlychosennetworks.

Figure 2 shows the broadcaspower p for different values
of propagationexponent in networks with different node
densities.The obsened power decreasés dueto shorterhops
betweemodesin densemetworks. For equalbatterycapacities
at the nodes,the correspondingietwork lifetime is shovn in
Figure 3.

Figures4 and5 shav the benefitof accumulatre broadcast
ascomparedo corventionalbroadcasto the network lifetime.
For corventional broadcastthe authorsin [8], [9] proposed
two algorithms, MSNL and MST, that maximize the static
network lifetime aswell WMSTSW a greedyalgorithm that
increaseghe dynamiclifetime. We comparethe performance
of thesealgorithmsfor three different battery enegy distri-
bution as given in [8], [9], to the network lifetime found by
the MLAB algorithm.Several otheralgorithmsto increasehe
dynamicnetwork lifetime were evaluatedin [9] with similar
performanceao WMSTSW As expected,we seethat solution
found by MLAB considerablyincreasesnetwork lifetime.
Typically, MLAB increasedhe network lifetime by a factorof
2 or more. The reasonis twofold: first, becausehe broadcast
usesthe enegy of overheardinformation enablingfor more
radiatedenepgy to be capturedand second,becauseMLAB
finds the optimumsolutionwhereaghe solutionsgivenin [8],
[9] are generallysuboptimaleven for corventionalbroadcast.

V1. APPENDIX

Proof: Theorem 1

Givena scheduleX, it will be corvenientto relabelthe nodes
suchthat H(X) is lower triangular ScheduleX is thengiven
by [1,2,... N]. The proofis by inductionon k, wherek is the
index to a sequencef stagesluringthe ASAP(p) distribution.

We shaw thatatthestartof stagek, nodes{1, ..., k} C Sk(p).
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Comparison: Accumulative Broadcast vs. Conventional Broadcast
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This will guaranteghatnodek + 1 becomeseliablein stage
k since,by scheduleX, nodek + 1 is madereliableby nodes
{1,...,k}.

Casek = 1 is ohvious since S1(p) = {1} for ary 5. Next
assumehat {1,....k} C Si(p). Thisimplies

B Y heirg =P Z

JjESK(P) JE{1,....k}

hiy; =@ P (11)

where(a) follows from the feasibility of power p for schedule
X. We concludethatk +1 € Siy1(p) andsmce{l k) C

Sk(D) C Sk+1(p), it follows that {1,...,k + 1} C Skﬂ(ﬁ),

forary £ < N. Thus, {1,...,N} C SN(ﬁ), implying the
ASAP(p) distribution makesall nodesreliable. O

Proof: Theorem 2

Underpower p, considerthe setS;(p) of reliablenodesat the
startof stagei of the ASAP(p) distribution. Node j belongs

Comparison: Accumulative Broadcast vs. Conventional Broadcast
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to Si+1(p) iff
D Z hji > P; (12)
keSi(p),k#j
otherwise,j € U;+1(p). The ASAP(p) distribution makes
nodej € U;(p) reliableat stagei if j € S;11(p). Supposehe
last restartof the MLAB algorithmoccurswhenthe power is

p andthe ASAP(p) distribution stallsat stager. This implies
p Y, hp<P, jeUp) (13)
keS+(p)

In this case,we restartMLAB with broadcastpower p + A
where A = minjeU (» Q; and A; satisfies

keS (p)
This implies
(p+A) > hp<P, jeUp).  (15)
keSr(p)

Since this is the last restartof MLAB, the ASAP(p + A)
distribution is a feasiblebroadcastlt followsthatp* < p+ A
since p* is the optimal broadcastpower. To shov that p* =
p + A requiresthe following lemma.

Lemma 1: For ary power p’ < p + A, the ASAP(p’)
distribution stallswith S, (p’) = S, (p).
Lemmal implies thatif p* < p + A, then the ASAP(p*)
distribution will stall, which is a contradictionof Theorem1.
Thus, at the final restartof the MLAB algorithm, the power
isp+ A =p*_.
Proof: Lemma 1
Let D = S-(p') \ Sr(p). First, we showv by contradictionthat
D is anemptyset.SupposeD is nonemptyLet 7' denotethe
first stagein which a nodej’ € D was madereliable by the
ASAP(p’) distribution. Thus,

Z h]‘/k.

keS./(p")

P<y (16)



Moreover, S,/ (p') C S, (p) sinceup to stager’, all nodesthat
were madereliable by ASAP(p’) belongto S, (p). Hence,

P<p Y hyw (17)

k€S- (p)
<(a p-I—A Z hj’k (18)
keSS, (p)
<®)Pp (19)

since (a) follows from p’ < p + A and (b) follows from
Equation (15). Thus we have the contradiction? < P and
we concludethat D is empty S-(p") = S-(p), andU-(p’) =
U, (p). Second,we obsene that ASAP(p’) stalls at stager
sincefor all j € U, (p') = U-(p),

(1]

(2]

(3]

(4]

(5]

(6]
(7]

(8]
El
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[13]

[14]

[15]

[16]

Z hiw=p" Y hjx<@+A) Y hx<P.

(20)

kES- (') kES, (p) keS, (p)
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