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Abstract

Adaptive transmit power control in 802.11 Wireless LANs
(WLANSs) on a per-link basis helps increase network capac-
ity and improves battery life of Wifi-enabled mobile devices.
However, it faces the following challenges: (1) it can ex-
acerbate receiver-side interference and asymmetric channel
access, (2) it can incorrectly lead to lowering the data rate
of a link, (8) mobility-induced channel variations at short
timescales make detecting and avoiding these problems more
complex. Despite significant research in rate and power con-
trol, state of the art solutions lack comprehensive techniques
to address the above problems.

In this paper, we design and implement Symphony—a Syn-
chronous Two-phase Rate and Power control system, whose
agility in adaptation enables us to systematically address the
three problems, while mazimizing the benefits of power con-
trol on a per-link basis. We implement Symphony in the
Linux MadWifi driver, and show that it can be realized on
hardware that supports transmit power control with no mod-
ifications to the 802.11 MAC, thereby fostering immediate
deployability. Our extensive experimental evaluation on a
real testbed in an office environment demonstrates that Sym-
phony (1) enables up to 80% of the clients in 8 different cells
to settle at 50% to 94% lower transmit power than a per-
cell power control solution, (2) increases network throughput
by up to 50% across realistic deployment scenarios, (3) im-
proves the throughput of asymmetry-affected links by 300%,
and (4) opportunistically reduces the transmit power of mo-
bile clients running VOIP calls by up to 97%, while causing
minimum impact on voice quality.
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1. INTRODUCTION

Projections that sales of mobile video phones and WiFi-
enabled smartphones will exceed $100 billion in 2010 suggest
that voice and data applications are fast converging from
portable onto mobile devices and that WiFi is increasingly
being used for last-mile network access [3, 6]. In light of
these two trends, WLANS face (1) higher user mobility, (2)
more stringent energy budgets, and (3) higher node den-
sities. While these requirements will likely be addressed
through a combination of several mechanisms, we believe
that an adaptive transmit power and rate control solution
will be an integral component of the overall system. Adap-
tive transmit power control can compensate for link changes
due to mobility, improve spatial reuse by increasing simul-
taneous transmissions on multiple links, and reduce energy
consumption for frequently transmitting handheld devices
((e.g., video call from smartphone)®.

Despite decades of power and rate control research, few
systems exist that jointly adapt transmit power and rate
for WLANS on a per-link basis (partly due to the lack of
hardware support for fine-grained power control until re-
cently [36, 48]). In particular, while rate control is per-
formed on a per-link basis, current solutions either use static
or coarsely dynamic transmit power configurations on a per-
AP or per-cell basis [2, 31]. These approaches forego per-link
power control’s benefits in a mobile environment. Current
industry wisdom even seems to view power control as in-
compatible with VoIP applications [5], further discouraging
its adoption. In general, adaptive transmit power control for
WLANS faces the following challenges: (1) it can exacerbate
receiver-side interference (also known as the hidden-terminal
problem) and asymmetric channel access [31], thereby lead-
ing to unnecessary packet retransmissions and reduced fair-
ness; (2) it can incorrectly lead to lowering the data rate
of a link, thereby increasing the air-time on the channel;
(3) mobility-induced channel variations at short timescales
make detecting and avoiding these problems more complex.

!For instance, Broadcom’s 802.11b/g interface consumes
about 625mW and 425mW when transmitting at 15dBm
and 7dBm [1], and 295mW when receiving. Assuming the
device transmits half of the active time and receives in the
rest half, this translates to an active-mode battery life in-
crease of up to 27% when operating at 7dBm instead of
15dBm.



While some of these problems have been identified previ-
ously [23, 25, 31], to our knowledge, no integrated systems
solution exists that simultaneously addresses all three chal-
lenges. Further, no per-link solution exists to address the
asymmetric channel access problem in WLANs. The only
work on WLAN asymmetry [31] is focused on a per-cell so-
lution that cannot be easily extended to the per-link case,
especially in the presence of user mobility, since it converges
very slowly (30 seconds in one of their experiments).

In this paper, we propose Symphony—a novel synchronous
two-phase rate and power control system that addresses all
the above challenges in a unified framework. The key idea
is to use a periodic reference phase during which all nodes
operate at maximum power (as if no power control were
used) to detect whether power control leads to adverse ef-
fects. Symphony is robust to user mobility, and can be easily
realized on state-of-the-art hardware with no new modifi-
cations to the 802.11 MAC protocols. We implement Sym-
phony in the Linux MadWifi driver [30], and demonstrate its
efficacy through a detailed prototype evaluation. Extensive
experiments on a real testbed in an office environment and
on the indoor ORBIT testbed [42] demonstrate that Sym-
phony (1) enables up to 80% of the clients in 3 different cells
in an office environment to settle at 50% to 94% (3 to 12 dB)
lower transmit power than a per-cell power control solution,
(2) opportunistically reduces the transmit power of mobile
clients running VOIP calls by up to 97% (15 dB), while caus-
ing minimum impact on R-score—a popular performance
metric for quantizing voice quality, (3) addresses the prob-
lems of hidden terminals and asymmetric channel access,
while improving the throughput of asymmetry-affected links
by 300%, and (4) across 4 realistic deployment scenarios, in-
creases network throughput by up to 50%.

In summary, we make three contributions in this paper:

1. We propose Symphony, the first per-link rate and power
control system for WLANs that simultaneously ad-
dresses the problems introduced by power control in
a comprehensive and easily realizable manner. By im-
plementing Symphony in the Linux MadWifi driver [30]
running over off-the-shelf hardware, and requiring no
extensions to 802.11 protocols, we demonstrate that
the solution is readily deployable.

2. As part of Symphony, we propose a novel and sim-
ple mechanism based on expected transmission time
(ETT) to detect WLAN channel access asymmetry in
a distributed manner. Unlike state-of-the-art per-link
solutions in the ad-hoc domain, this mechanism does
not require information about the topology [44] or the
source of interference [47].

3. As part of Symphony, we propose RRAA+, an im-
proved version of the state-of-the-art RRAA rate adap-
tation algorithm [50], which significantly reduces packet
loss and makes links more robust to user mobility.
RRAA+ is also useful standalone.

The rest of the paper is organized as follows. In Sec-
tion 2, we describe the challenges of performing adaptive
transmit power control, and discuss related work and their
drawbacks. In Section 3, we discuss the design and imple-
mentation of Symphony, and present evaluation results in
Section 4. Section 5 discusses open issues and limitations.
Section 6 concludes.

2. PROBLEM FORMULATION

As users increasingly make WLANSs the first choice for
last-mile network access, both spatial reuse and battery life
are crucial metrics for better user experience. With emerg-
ing mobile applications leading to increased data transfer
over Wifi interfaces, and hardware [7] and protocol [9] im-
provements reducing the idle-time power consumption of
these interfaces, transmit power becomes the dominating
factor influencing battery lifetime. Secondly, with increas-
ingly dense deployments of WLANS for continuous coverage
to users, mitigating interference to maximize spatial reuse is
a crucial design goal. Adaptive transmit power control on a
per-link basis promises to improve both the above metrics.

2.1 Power Control Challenges

While per-link adaptive power control is beneficial, doing
so can be challenging due to several reasons.

Receiver-side Interference and Asymmetric Chan-
nel Access: Transmit power control can introduce link
asymmetry that leads to two problems: Receiver-side in-
terference and Asymmetric channel access. Several previous
works have already observed these two problems with power
control [23, 25, 31, 39]. To provide a more quantitative
characterization of (1) their effect on performance in realis-
tic settings and (2) their likelihood of occurrence, consider a
canonical network of four nodes—two senders and two cor-
responding receivers using the same 802.11 channel. Fig-
ure 1(a) identifies the different scenarios of interaction when
the two links use different transmit powers. Solid arrows
indicated that nodes are in communication range. Dotted
arrows indicate that the senders are in carrier-sense range;
in (b) S1 can hear S2, but not vice versa. Dashed arrows in-
dicate unintended interference at the receivers. Scenario (a)
represents fair channel sharing since S1 and S2 can carrier-
sense each other. Scenario (b) represents the case of asym-
metric channel access; whenever S2 has data to transmit, S1
does not get a fair chance to transmit. Scenarios (¢) and
(d) are two instances of receiver-side interference; while the
senders are oblivious of each others’ presence, packets sent
by them collide at their receivers. Finally, scenario (e) is the
ideal case of no interference and simultaneous transmissions
on each link. Scenarios (b), (c¢) and (d) for any two links in
the network can degrade the link and network throughput
and fairness.

Setup: We use four laptops (with Atheros PCMCIA wire-
less cards) to emulate this canonical network—two laptops
are configured as APs while the remaining two are configured
as clients (one associated with each AP). Both AP-client
links are on the same channel (802.11a channel 40). Each AP
starts backlogged UDP transfers to its corresponding client
and we fix the 802.11 MAC bit-rate to 54 Mbps. To emu-
late receiver-side interference, APs (senders) are positioned
such that they do not carrier sense each other, and clients
are placed such that their receptions may be corrupted by
interfering transmissions on the other link (scenarios (c) and
(d)). We use packet delivery ratio (PDR), calculated as the
ratio of packets successfully received at each client to those
sent out by its corresponding AP, as the metric. For asym-
metric channel access, we place both receivers such that the
network cannot be in scenarios (c¢) and (d). As the metric,
we use the expected transmission time (ETT) [15, 11] of
packets, with the minor modification that we only consider
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Figure 1: Problems introduced by power control: (a) Scenarios of interaction between two links (b) Receiver-
side interference on Link-1, and (c) Asymmetric channel access on Link-1.
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packets that succeed without any retries, to approximate the
channel access delay for each frame.

Results: Figure 1(b) shows the PDR observed by both
links, in the experiment emulating receiver-side interference,
when the transmit power of each link is changed. In this fig-
ure, the lines “Link-1 at 3dBm”, “Link-1 at 12dBm”, and
“Link-1 at 15dBm” show that Link-1 is able to tolerate (due
to physical layer capture) varying degrees of interference
from Link-2 (Scenario (d)) depending on the relative dif-
ference in transmit powers. Similarly, the line “Link-2 when
Link-1 at 15 dBm” shows that Link-2’s PDR is affected by
receiver-side interference at low transmit powers. In Fig-
ure 1(c), we plot the smoothed (using EWMA) ETT of pack-
ets on Link-1. When links are asymmetric (scenario (b)),
Link-1 has higher channel access delay and hence higher
ETT than when both links are symmetric (scenario (a)).

We now address the question, how frequently do the prob-
lematic scenarios ((b),(c) and (d)) occur? Since an experi-
mental approach cannot sufficiently answer this question, we
take an analytical approach. We derive the probability that
each of the scenarios occur in a random geometrical graph
with four nodes as above when the senders employ transmit
power control. For brevity, we present the detailed mathe-
matical formulation and analysis in a technical report [40],
and just state the results here. Figure 2(i) shows the prob-
ability of occurrence of each scenario with distance between
the senders, where the distance is shown as a factor of the
communication range of the senders. Figure 2(ii) shows the
sum of probabilities of all problematic scenarios. The graph
clearly shows that these scenarios can occur very frequently
in a real deployment. Detecting and avoiding these prob-
lems in mobile environments is even more challenging since
they can be dynamically introduced for short time periods.

[ SINR Range (dB) | Rate | SINR Range (dB) [ Rate |

> 2456 54 [10.79,17.04) 18
[24.05,24.56) 13 [9.03,10.79) 12
18.8,24.05) 36 7.78,9.03) 9
17.04,18.8) 24 6.02,7.78) 6

Table 1: SINR vs. Rate (Mbps) for BERs < 107°.

Interaction with Rate Adaptation: In 802.11a/b/g wire-
less LANSs, senders use one of multiple transmission rates
for sending packets. The choice of the rate is determined by
an estimate of the channel conditions either through packet
loss [24, 28, 30], delivery ratio [50], throughput [11], or Signal
to Interference and Noise Ratio (SINR) estimates [27, 21].
Conceptually, a link is expected to perform well at a chosen
rate if the SINR at the receiver is above a threshold (Table
1) [27]. Rate selection and transmit power control are tied
together; power control without considering rate can reduce
the SINR, leading to reduction in rate and hence the link
and network throughput. In this paper, we take a system
perspective and choose a (minimum) power level for a link
that does not compromise the achievable rate. From the ta-
ble, it can be seen that for supporting 54Mbps, the transmit
power can be reduced until it reaches the SINR threshold
limit of 24.56dB. Similarly, say, if 54Mbps and 48Mbps can-
not be supported even at maximum allowed transmit power,
then power can be reduced until the SINR approaches 19dB,
which still allows operation at 36 Mbps.

While such rate and power selection is easily realizable
with precise knowledge of receiver SINR [27], reliable SINR
measurements and reports in the presence of mobility can-
not be achieved at fine timescales due to their overhead.
Consequently, we rely on estimating the channel conditions
based on the delivery ratio of a window of packets, similar to
past works [50]. Such an approach, however, makes rate and
power selection non-trivial. To illustrate, consider Figure 3.
If the link is in a state of rate and power allocation (r;, px)
at a given instant, and the delivery ratio deteriorates (neg-
ative feedback), the reaction can either be to reduce rate or
increase power. While increasing power appears to be a nat-
ural choice (as in PARF [8]), it is possible that even at the
maximum power, the current rate cannot be supported, in
which case reducing rate is the right choice. Lack of knowl-
edge of whether a rate can be supported by increasing power
to the maximum, can increase the convergence time, which
is prohibitive in the presence of mobility. A similar dilemma
exists for positive feedback.
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Mobility: Adaptive transmit power control becomes more
challenging in the presence of user mobility. Link conditions
change frequently due to distance-based path loss, short-
lived hidden terminals and destructive multipath interfer-
ence at certain locations in a user’s path.

To illustrate and quantify these effects, we conducted an
experiment with one moving client, at walking speed (ap-
proximately 0.75 m/s), sending voice call traffic (50 packets
per second) to a stationary AP. The client moves away from
the AP along four different paths in our office building, re-
maining in line-of-sight (LOS) of the AP on two of the paths,
and in non-line-of-sight (NLOS) on the others. Figure 4 (a)
shows the average RSSI per second over time for one LOS
and one NLOS case. In Figure 4 (b), we show the CDF of
the difference in avg. RSSI per second. Although 95% of the
time, the avg. RSSI in one second changes by at most 5dB,
we also observed changes up to 15db within two seconds.

In such environments, both rate and power control algo-
rithms need to address the following questions effectively:
How frequently should the adaptation take place? and At
what granularity should rate and power be adapted? For
the first question, solutions have to strike the right balance
between reliability and responsiveness: waiting for enough
samples avoids reacting to short-lived drops in link condi-
tions, while waiting too long can also be detrimental to per-
formance. For the second question, changing power at coarse
granularity allows adapting less frequently, but compromises
on battery life and spatial reuse; whereas fine granularity
changes require frequent adaptation.

2.2 Existing Solutions and Drawbacks

Transmit power control and rate adaptation are well re-
searched topics in wireless networks. However, our study
reveals that no solution provides a comprehensive and eas-
ily realizable approach to simultaneously address the chal-
lenges discussed in the previous section. In particular, our
survey across the fields of WLANs, Adhoc, Cellular and Sen-
sor networks research, reveals that (i) there are no existing
per-link solutions to address the asymmetric channel access
problem in WLANS, and (ii) although approaches exist that
address a subset of the challenges, Symphony is the first sys-
tem to simultaneously address the complete set and pro-

vide a solution for mobility-enabled WLANs. Table 2 pro-
vides a taxonomy of the relevant related work and identifies
their drawbacks. Solutions having deployability constraints
due to significant protocol modifications or impractical as-
sumptions such as the requirement of precise interference
measurements, are marked by x under ‘Deployability’. So-
lutions not realized in practice and hence not addressing
system-level challenges are marked by x under ‘Realization’.
Remaining columns provide information on the granularity
of each solution, its objective (reduced energy consumption
or increased capacity or both), and whether it addresses
receiver-side interference, asymmetric channel access, and
jointly adapting rate.

Several per-link solutions in the adhoc domain address
channel access asymmetry (Table 2). However, the solu-
tions are not applicable in the WLAN domain because of
their assumption that any node is allowed to communicate
with any other node in range; whereas in WLANSs, clients
can only communicate with the associated AP, and vice
versa. Further, these solutions require knowledge about the
source of interference, which is impractical to identify at fine
timescales in WLANSs with mobility (hence marked by x un-
der ‘Realization’). Among per-cell [31] and per-network [35]
solutions, COMPOW [35] addresses the asymmetric channel
access problem by making every node in an ad-hoc network
transmit at a common optimum power. In WLANs, Mhatre
et. al. [31] propose maintaining symmetry by jointly tun-
ing the CCA threshold and transmit powers to maximize
network-wide throughput for a given placement of APs and
clients. However, these solutions do not lend themselves well
to be extended for the per-link case for two reasons: (a) they
take a long time to converge after a topology change (e.g.,
Mhatre et. al’s [31] solution takes 30 seconds in one of their
experiments), which is unacceptable in the presence of user
mobility, and (b) they operate many links in the network at
a significantly higher transmit power than necessary since, in
either case, the weakest link determines the transmit power.
In general, we note that per-cell approaches have to neces-
sarily degenerate into per-link approaches to efficiently deal
with mobility. Finally, we identify the lack of a solution for
this problem in approaches proposed for other domains such
as sensor networks ([49, 20, 29, 22]) or CDMA cellular net-
works ([17, 51, 13, 18]) mainly because they rely on different
multiple access techniques.

With regards to joint rate and power adaptation for WLANSs,
till date, we are aware of techniques that address only a sub-
set of the problems, and have mostly been implemented in
simulators [38, 12, 8]. In contrast, Symphony is the first ef-
fort to implement a complete system. The use of transmit
power to mitigate the hidden terminal problem is also novel
as compared to the use of RTS/CTS messages.

We acknowledge that the related work discussed here is
by no means complete and refer the reader to our survey
in [40] for more details.

3. DESIGN AND IMPLEMENTATION

This section describes the design and implementation of
Symphony, a synchronous two-phase rate and power control
framework to increase battery life of mobile devices and im-
prove spatial reuse, while addressing several challenges with
adaptive transmit power control.



Domain Solution Granularity | Realization | Deployability Objective Rate Channel Access | Hidden
| | Energy | Capacity | Adaptation Asymm. Nodes
[Sheth02] [45, 46] Per-link VA VA IV IV VA X X
MiSer [38] Per-link X v V4 X Vv X Vv
WLANs PARF, PERF (8] Per-link v v x v V] x x
Chevillat05] [12] Per-link X v v v v X X
Mhatre07] [31] Per-cell v/ v/ X v X v X
PCMA [32] Per-link X X X IV X X v
Adhoc BASIC, PCM [23] Per-link x v v x x x Vi
Networks PCDC [33] Per-link X X VA VA X X Vv
POWMAC [34] Per-link X X v v X X 4
SHUSH [47] Per-link X X Vv V4 X V4 v
PRC [27] Per-link X X Vv vV Vv X X
TACP [44] Per-link x x v Vi x v v
COMPOW [35] Per-network v v/ X v/ X v Vv
Table 2: Taxonomy of existing transmit power control algorithms.
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Figure 5: Two-phase synchronous strategy.

3.1 Overview

Due to the possible adverse effects of power control, the
goal of Symphony is to control the transmit power and rate
of each link in a WLAN such that the link’s performance is
at least as good as in the baseline maximum-power network.
At the core of Symphony is a synchronous two-phase execu-
tion (Figure 5) strategy, in which all nodes (APs and clients)
in the WLAN cycle through two phases in synchrony—the
REFERENCE (REF) phase and the OPERATIONAL (OPT)
phase. In the REF phase, Symphony estimates for each link
the best achievable performance, and in the OPT phase,
it tunes the link to the lowest transmit power to achieve
the same performance as in the REF phase. Due to mo-
bility (of users or the environment) the best attainable per-
formance may continuously change, and a power/rate set-
ting may suddenly be affected by asymmetry. The reference
phase provides a convenient solution to periodically verify
that power and rate control have not unnecessarily degraded
system performance.

Similar to most rate control algorithms, Symphony exe-
cutes on each unidirectional (sender,receiver) link at the
sender side. The sender can be either an AP or a client,
and the receiver a client or an AP. In the REF phase, each
sender performs rate adaptation for each link at the maxi-
mum power to choose the best data rate for the current chan-
nel conditions. In the OPT phase, the sender performs both
rate and power adaptation. The rate and power adaptation
algorithms maintain two contexts—ref_ctxt and opt_ctxt, one
for each phase for each link. Each context contains several
performance metrics and other variables needed for execut-
ing the rate and power adaptation algorithms. We choose
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Figure 6: Architecture of Symphony. The blocks R
and O represent REF and OPT contexts.

three metrics—EWMA (Exponential Weighted Moving Av-
erage) of data rate, utility of RT'S and EWMA of ETT—to
help detect and avoid the problems outlined in Section 2.
The performance metrics in the ref_ctxt serve as reference
values for the OPT phase. In the OPT phase, each link is
tuned to the lowest power such that each performance met-
ric in the opt_ctxt is no worse than the corresponding metric
in the REF phase by more than a threshold.

Before entering the REF-OPT cycle, each link goes through
an INIT phase, in which the sender starts from the minimum
power level and rapidly discovers the initial power level nec-
essary for communication with the receiver. To avoid affect-
ing applications, we use probe packets at the highest rate
and additively increase power for each packet till a probe
packet succeeds in reaching the receiver. If we reach the
maximum power and still do not succeed, we lower the rate
and start over at the lowest power. After succeeding, the
sender initializes the OPT phase with the successful power
level, and enters the REF phase with the successful rate
at the appropriate synchronized time. If the sender is idle
for a threshold number of seconds (=2 in our prototype),
and then a packet from the network layer arrives that does
not succeed in reaching the receiver, we determine that the
rate and power information is stale (e.g., due to mobility)
and reset the sender to the INIT phase to repeat the rapid
discovery process.

We achieve synchronized phase execution on all APs and
clients in two steps. First, the APs are synchronized to a




Algorithm 1 RRAA

Algorithm 2 RRAA+

1: if (loss > HT}) then

2:  k < next_lower_rate

3: else if (loss < LTy) then
4:  k « next_higher_rate

5: end if

global real-time clock by a central controller?’. The con-
troller configures the lengths of the two phases on each AP,
and specifies at what point in time the phases should start
executing. Second, for each phase change, each AP broad-
casts a message (at maximum power) informing the change
to the clients, and the clients switch phase. These broadcast
messages are sent at high priority to ensure minimum skew
across nodes; in our prototype, we use the hardware queue
reserved for voice traffic in the Atheros cards.

We implement Symphony in the MadWifi driver 0.9.3.1 [30].

Figure 6 shows the architecture of Symphony. As shown,
Symphony executes in the transmit path. We represent rate
adaptation as a separate block to make Symphony extensible.
Any rate adaptation algorithm can fit into Symphony as long
as it executes in the two contexts and provides rate informa-
tion for power adaptation. Similarly, different mechanisms
can be implemented for ETT estimation and determination
of RTS utility. In what follows, we describe the important
components of Symphony.

3.2 RateAdaptation

Rate adaptation involves choosing one of several trans-
mission bitrates supported by 802.11a/b/g standards based
on the channel conditions. In our context, a rate adaptation
algorithm should satisfy at least three requirements: (1) it
should be agile to user mobility in typical WLAN environ-
ments, (2) it should converge to an appropriate rate for each
link rapidly to help with power adaptation, and (3) it should
not drop rate due to receiver-side interference, and instead
aid the power adaptation algorithm to correct it.

Rate adaptation is a well researched topic in 802.11 wire-
less networks [11, 19, 21, 24, 28, 30, 37, 50]. Wong et.
al. [50] and Ramachandran et al. [41] provide a survey of
several rate adaptation algorithms. In this paper, we focus
on two state-of-the-art algorithms that we analyze in detail
for our purpose: SampleRate [11] and RRAA [50].
SampleRate: The SampleRate [11] algorithm selects a
transmission rate that minimizes the mean packet transmis-
sion time. The algorithm maintains an EWMA of expected
packet transmission time (ETT) for each rate. For each suc-
cessfully sent packet, the ETT is updated based on the num-
ber of retransmissions, packet length and protocol timing
overheads. The algorithm periodically attempts transmis-
sion at other data rates and if these sample transmissions
indicate lower mean transmission time at other rates, the
algorithm switches the rate.

RRAA: This algorithm [50] uses short-term loss estima-
tion of 802.11 frames (in a window of tens of frames) to
opportunistically guide rate adaptation. The basic RRAA
algorithm works with high and low thresholds HT}, and LT}
on loss rate at the current data rate k selected; Algorithm 1
depicts its behavior. Further, it uses selective RT'S/CTS for

2The controller and thin-AP architecture is the most com-
mon way WLANSs are built today.

1: if (loss > HT}) then

2 plk /= as

3: k « next_lower_rate

4: else if (loss < LT}) then

5.  for (all rates j < k) do

6: pli] *= a2

7:  end for

8: if (rand() < p[next higher k]) then
9: k <« next_higher_rate

10: end if

11: end if

avoiding unnecessary rate adaptation in response to collision-
induced losses (i.e. receiver-side interference). Briefly, selec-
tive RTS/CTS works as follows: on detecting loss of frames?,
RRAA enables RT'S/CTS on a selective number of frames.
If RTS/CTS reduces the frame loss data rate is not reduced,
instead RTS/CTS is increasingly enabled on greater number
of frames. Otherwise, RRAA determines that losses are not
because of receiver side interference, and reduces rate while
disabling RTS/CTS. Note that while turning on RTS/CTS
on all frames avoids receiver side interference completely, it
also reduces the link and network throughput due to proto-
col overhead and hence, is not generally enabled in practice.

Basing rate adaptation on loss estimation over a window
of packets helps a transmitter to not react adversely to one
or a few packet losses, which are more common with mobil-
ity and power control. The second feature of not reducing
rate in response to collision-induced losses is a useful fea-
ture [26, 50], and is missing in SampleRate. One drawback
of RRAA, however, is that it does not converge to a par-
ticular rate, if the next higher rate is inappropriate. For
instance, if the 54Mbps rate causes frame loss higher than
the high threshold, and 48Mbps causes frame loss lower than
the low threshold, RRAA flips between 54 and 48Mbps; ide-
ally the algorithm should converge to 48Mbps.
RRAA+: To make RRAA converge, we propose a fix to
the algorithm as shown in Algorithm 2, and call the new al-
gorithm RRAA+. In brief, RRAA+ maintains for each data
rate, the probability that it transitions to this rate from the
next lower rate. Every time the loss at a rate exceeds the
high threshold, the probability of returning to this rate is
reduced before transitioning to the next lower rate. Also,
every time the loss is lower than LT}, the probability of the
current data rate and the rates below is increased, assuming
that all rates below the current rate can also be supported
with the current channel conditions. Notice that the proba-
bility is only used on positive feedback (when the loss is less
than LT}) for transitioning to a higher rate; transitions on
negative feedback are deterministic. The MIMD (multiplica-
tive increase, multiplicative decrease) parameters ol and a2
are chosen such that the algorithm becomes stable. In our
prototype, al = 2 and o2 = 1.0905; it takes 8 increments
to match one decrement.

To compare the performance of the algorithms, we imple-
mented RRAA and RRAA+ in the Linux MadWifi driver.
An implementation of SampleRate exists already in the Mad-

3Frame is at the MAC level, whereas packet is at the driver
level. Each packet can lead to multiple frame exchanges due
to retransmissions.
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Figure 7: Efficacy of RRAA+ over RRAA.

Wifi package. In our implementation, RRAA and RRAA+
is invoked every 200ms or after 40 packets* have been re-
ceived (defined as an interval), and the algorithms use loss
rate estimated in the last interval for rate adaptation. We
define the interval as above in order to be agile to user mobil-
ity, and at the same time receive enough packets to reliably
estimate channel conditions. In particular, VOIP calls gen-
erate 10 packets in the 200ms interval, which is a reasonable
number of samples. We now perform two experiments to
demonstrate the benefit of RRAA+ over RRAA and Sam-
pleRate.

Experiment 1: We consider one sender and one receiver
(two laptops with Atheros PCMCIA cards), with the re-
ceiver kept in non-line-of-sight with the sender at a distance
of 15 meters. We emulate a VOIP call between the nodes us-
ing the DITG traffic generator [10] that generates 50 packets
per second with 20 byte payload, emulating a G.729.2 codec.
We repeat the experiment with RRAA and RRAA+. Fig-
ure 7(a) and (b) show the 802.11 frame loss and the data
rate chosen by RRAA and RRAA+. The graphs show that
RRAA incurs greater frame loss and hence increased num-
ber of retries because of not “learning” that 54Mbps rate is
not appropriate for the link. In contrast, RRAA+ learns
to avoid 54 Mbps. Note that increased frame loss leads to
reduced overall network throughput.

Experiment 2: We again consider one sender and one re-
ceiver, but we make the receiver mobile (by placing the lap-
top in a chair and dragging the chair). We setup the voice
call as above again. The receiver starts at a distance of 40
meters and in line-of-sight with the sender, and moves to-
wards the sender to within a meter. The receiver is initially
stationary and starts moving 15 seconds after the start of the
experiment. We repeat this experiment for RRAA, RRAA+
and SampleRate. In Figure 7(c), we observe that SampleR-
ate takes longer to converge than both RRAA and RRAA+
while RRAA has the same oscillatory behavior as in Fig-
ure 7(b). Such conservative rate selection by SampleRate
leads to inefficient channel usage and reduces overall net-
work throughput. Further, as shown in [50], SampleRate
can incorrectly lower the bit rate in response to collision
induced losses.

In summary, we choose RRA A+ over others for rate adap-
tation in Symphony due to its three features—agility, conver-
gence to appropriate rate and avoidance of rate adaptation
because of collision-induced packet losses.

“Wong et. al [50] observe that 10-40 samples is a good
enough number to reliably estimate the channel conditions.

3.3 Power Adaptation

Our goal for power adaptation is to tune each (sender, re-
ceiver) link in a WLAN to the lowest transmit power such
that the performance metrics in the OPT phase are no worse
than the corresponding metrics in the REF phase. Algo-
rithm 3 shows the basic behavior of power adaptation in
Symphony. The three conditions in line 1 detect undesir-
able rate adaptation, receiver side interference and asym-
metric channel access introduced by power control. Similar
to RRAA+, the power control algorithm learns the lowest
appropriate power level by maintaining the probability with
which it should transition to a particular level. The algo-
rithm executes once for every two intervals of the rate adap-
tation algorithm to adapt to user mobility. Further, several
rate adaptation intervals can occur in each of the REF and
OPT phases, depending on traffic.

Preventing undesirable rate adaptation: For detect-
ing and preventing undesirable rate adaptation due to power
control, for each link, the two contexts maintain an EWMA
of the rate chosen by the rate control algorithm in response
to the measured packet loss: for each rate; chosen in inter-
val i, we set ERate = ERate x ¢ + rate; * (1 — 1)) at the
end of interval i. Everytime the power control algorithm is
triggered, if the EWMA of rate in OPT phase (ERateo) is
lower than that in the REF phase (FRater) by a threshold
71, transmit power is increased. In our implementation, the
EWMA parameter 1 is chosen as 0.8. We choose 71 to be
3 Mbps if ERater is above 48Mbps or below 24 Mbps, and
6 Mbps otherwise. We make this choice because of the non-
uniformity in 802.11 a/g bit rate granularity. Our idea is to
place the threshold between the two consecutive rates.

Preventing receiver side interference: To detect that
power control introduces receiver side interference we use
the adaptive RT'S/CTS mechanism. Similar to RRAA [50],
RRAA+ includes a mechanism to detect if packet losses are
happening due to collisions as opposed to degraded channel
conditions. Our implementation of the adaptive RT'S/CTS
mechanism, however, differs significantly from RRAA; while
RRAA was implemented on a per-frame basis (because of
the availability of card firmware), we implement it on the
basis of a window of packets, both for more reliable estima-
tion of receiver side interference, and for obviating the need
of modifying the firmware.

Using this mechanism, we maintain a performance metric—
the utility of RTS (URTS)—that is set to one if the loss
rate with RT'S/CTS is less than the total loss rate in at



Algorithm 3 power_control

1: if ((ERater — ERateo > 1) OR
(URTSo > URTSgr) OR
(ETTo — ETTRr > 12)) then
pleurpwi] /= 6
curpwr «— next_higher_pwr
else
for (all pwr levels i > curpwr) do
pli] *= G2

end for

if (rand() < plnext_lower_pwr]) then
curpwr «— next_lower_pwr

10:  end if

11: end if

Algorithm 4 ETT Estimation
: VARIABLES mark_seqno, itime, etime

1

2:

3: FUNCTION driver_send_pkt (seqno)
4: if (mark_segno not set) then

5:  mark seqno = seqno

6: etime = curtime

7: end if

8

9: FUNCTION card_sent_pkt (seqno)

10: if (mark_segno = seqno) then

11:  ETT = curtime - MAX (itime, etime)
12:  itime = curtime

13:  unset mark_seqno

14: else

15:  ETT = curtime - itime
16:  itime = curtime

17: end if

least 2 out of 4 last rate adaptation intervals, i.e. enabling
RTS/CTS is helpful to reduce losses. Otherwise, URTS is
set to zero. The rationale for waiting for 4 intervals is to
determine the utility with greater reliability, while trading
off responsiveness; further, unless the receiver interference
problem is sustained, we do not increase transmit power
and let adaptive RTS address the problem. Now, if URTS
is 0 in the REF phase and 1 in the OPT phase, it indicates
that power control introduced the receiver side interference
that didn’t exist in the REF phase. Line 1 in Algorithm 3
captures this condition and triggers a power increase.

Preventing asymmetric channel access: To detect that
power control introduces asymmetric channel access, we mea-
sure the EWMA of the expected transmission time (ETT)
of each packet. The key idea here is that if a sender does not
get a chance to transmit as frequently as in REF phase due
to asymmetry in the OPT phase, the ETT in the OPT phase
increases compared to the REF phase. If the ETT increases
by more than a threshold 72, we trigger power increase (as
in Algorithm 3). In our implementation, 7o = 100us.

If the interface card provides to the device driver the trans-
mission time for each packet, EWMA of ETT can be easily
calculated. However, Atheros cards currently do not provide
this information. Further, multiple packets can be queued
by the driver in the buffer of the card for efficiency, which
makes ETT estimation non-trivial. In our implementation,
we overcome the above problem with the two functions in

Algorithm 4 that exploit the interaction between the device
driver and the interface card. We use the unique sequence
numbers in packets that are sent to the card, and keep one
outstanding marked packet. We estimate when the packet
transmission started using two variables: etime that repre-
sents the time a marked packet was sent to the card, and
itime that represents the implicit time when the previous
packet transmission was completed. Note that we configure
the card to provide per-packet transmission status feedback
using sysctl -w dev.wifi0.txintrperiod=1. This method en-
sures that ETT can be estimated even on packets that are
buffered back-to-back and hence are not explicitly marked.
Further, we only consider packets that do not incur any re-
transmissions to reliably estimate the channel access delay,
and consider packets sent at the same rate as in REF phase
to avoid false positives due to rate-based ETT changes.

Finally, since packet sizes affect the ETT because of the
varied transmission time on the air, we maintain ETT in
terms of 1500 byte packets. For smaller packets, the ETT is
scaled to 1500 bytes before using it to calculate EWMA. To
do so, we set for each packet fized ETT = ETT + (1500 —
pkt_size)/rate, where rate is the data rate used to transmit
the packet. We validate experimentally that this approach
of scaling ETT is reasonably accurate [40].

Granularity of power control: Learning from our ob-
servations in Figure 4, and given that power adaptation
gets triggered at least twice in a second, in our implementa-
tion, Symphony increases and decreases power at a granular-
ity of 3dB, between [MIN_PLEVEL, MAX_PLEVEL]. This
ensures agility to typical user mobility in WLANs. Fur-
ther, [48] observes that transmit power control at a finer-
granularity than 3dB may not always be useful in indoor
environments. The minimum and maximum transmit power
values can be different on different 802.11 cards, vary with
the frequencies used (such as in the 5GHz band) and also
vary based on the gains of the external antennas connected
to the cards. However, we assume that the levels are dis-
crete at a granularity of 3dB. In our prototype with Atheros
cards, we vary the power levels between 0 and 18 dBm.

The process of increasing and decreasing power is simi-
lar to rate adaptation in RRAA+. Symphony maintains for
each power level, the probability that it transitions to this
level from the next higher level. Every time at least one
of the conditions on the performance metrics satisfies, the
probability of returning to this power level is reduced before
transitioning to the next higher power. The MIMD param-
eters #1 and (2 are chosen to make the algorithm stable. In
our prototype, §1 = 3 and (> = 1.14; it takes 8 increments
to match one decrement. Again, the choice of 81 and [
strikes a tradeoff between the benefits of power control and
stability of the algorithm; we arrive at the above values after
experimenting with several scenarios.

With Symphony’s approach of maintaining probability per
power level, the transmit power of each sender will eventu-
ally converge to a point where the performance of each link
is at least as good as in the REF phase. If the performance
of a link at a given power level is similar to or better than
that of the REF phase the probability of returning to that
power level and to any higher power level will converge to
1 due to the multiplicative increase of the probability. Oth-
erwise, the probability of returning to that power level will
converge to a small value due to the multiplicative decrease.
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To demonstrate the achievement of the design goals out-
lined earlier, in this section, we carry out a systematic and
extensive set of experiments, in both controlled and uncon-
trolled environments. In what follows, we describe the ex-
perimental setups and then present our results.

4.1 Setup

Figure 8 shows our setups for the different experiments.
We broadly classify the setups into four categories: (1) static
nodes (Figure 8(a)) in which clients are randomly placed in
different cubicles and office rooms (represented by lower case
letters), and APs are placed close to the operational WLAN
APs, (2) problematic scenarios (Figure 8(b)) in which we
carefully choose client and AP locations so as to emulate
channel access asymmetry and receiver-side interference, (3)
mobile clients (Figure 8(c)) in which APs are placed close to
operational WLAN APs (the AP is at location T1 for paths
pl,p2 and p3, at T2 for path p6, and at T3 for paths p4
and p5), and clients associated with one of the APs move
on different paths in the office building, and (4) the indoor
ORBIT testbed [42]. For the setup involving client mobil-
ity, the rationale behind choosing the different paths is to
approximate a reasonable mix of mobility patterns (moving
towards/away from an AP), and channel conditions (LOS
or NLOS) that occur in real-world situations.

In the first three setups, Symphony APs and clients are
Dell laptops, while the ORBIT testbed uses custom-made,
small form-factor PCs. All setups use Atheros cards (PCM-
CIA or mini-PCI), which transmit at a default (maximum)
power level of 18dBm® for 54Mbps data rate, and allow Sym-
phony to change transmit power at the desired granularity
of 3 dB. The APs are connected by a 100Mbps wired net-
work and all nodes use the same 802.11 channel. While both
clients and APs can execute Symphony, we perform most of
our experiments with APs as senders and clients as receivers.
This is because of the current limitation of Atheros cards
that do not implement per-packet power control for ACK
and CTS packets. To overcome this limitation for proper
evaluation, unless specified otherwise, we run Symphony on

SWhile the specifications mention maximum transmit power
of 15+2dBm, we observe that the card can use up to 18dBm.

0 1000 2000 3000 4000 5000
Phase switch skew (microsec)

Figure 9: Skew between phases on two APs and an
AP and its client (observed by an external monitor).

APs, and disable per-packet transmit power control on the
clients. Instead, APs append transmit power information to
each outgoing frame, and a slightly modified client driver ex-
tracts this information and sets the card to this power level
(similar to how iwconfig athN txpower $val sets power). This
ensures that all frames, including ACKs are returned at the
configured power. Finally, except for the experiments that
focus on interactions with Symphony-non-compliant nodes
(e.g. legacy WLANS), all experiments are conducted on
802.11a channels to avoid interference from/to our office’s
WLAN that uses all three 802.11g channels (1,6,11).

For AP synchronization and configuration, instead of us-
ing a different central controller, we just use one AP as
the master AP, and synchronize the others with the mas-
ter through NTP on the wired network. Further, for all the
experiments in this section, we use 200ms and 800ms as the
length of REF and OPT phase resp., and all APs are con-
figured to start the REF phase at the beginning of each one
second boundary. The choice of phase lengths is a tradeoff
that ensures collecting reliable estimates in the REF phase,
while not compromising too much on energy savings [40].

Two-phase Synchronization: To test that Symphony in-
deed executes synchronously on APs and clients, we first
perform a micro-benchmark in which we consider a network
of two APs with one client each. In this experiment, both
clients and APs run Symphony. We place a laptop with
its wireless card in monitor mode, close to the APs. We
start two UDP transfers of 200 pkts/sec between each (AP,
client) pair and collect packets on the monitor. The packets
are appended with the transmit power used to send them
and the executing phase (REF/OPT). Figure 9 plots the
CDF of skew between two APs and one AP and its client as
seen by the monitor. The graph shows that the nodes make
corresponding phase transitions within 5 ms of each other.
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Figure 11: Experiments demonstrating (a) In-
creased spatial reuse. (b) significant power reduc-
tion even in a dense setup.

4.2 Results

We now describe our results from several experiments on
the above setups to demonstrate Symphony’s efficacy.

4.2.1 Satic Experiments

Transmit Power Reduction: To get a measure of achiev-
able transmit power reduction in near-typical indoor office
environments, we consider all nodes in Figure 8(a). We setup
ten 1 minute VOIP calls for each client. From the associated
APs, the calls start at different times (separated by 5 min-
utes) for each client. The white bars in Figure 10 show the
average transmit power used by the Symphony APs for each
client; in most typical user locations, the required transmit
power can be substantially lower than the default 18dBm.
Further, the error bars plot the minimum and maximum of
the average transmit power per call, showing that the op-
timal power for maintaining a link’s performance can vary
with time for even static locations. The other two bars show
the rate chosen by Symphony and the rate when transmit-
ting at maximum power. Symphony causes minimum effect
on the data rate chosen. In this setup, for the three cells with
S1, S8 and S4 as APs, a per-cell solution would operate all
links at the worst client’s transmit power, which is about 12
dBm. In contrast, Symphony enables 75-80% of the clients
in the cells to settle at 8 to 12 dB (i.e. 50% to 94%) lower
transmit power than 12 dBm.

Spatial Reuse: Several studies demonstrate that transmit
power control leads to increased spatial reuse [36, 27]. These
works show simulation results over large topologies that can
not be easily realized in a prototype testbed. Here, we per-
form a small-scale spatial reuse experiment, where we con-
sider links (S1, z), (S2, x), and (S3, y) as in Figure 8(a) and
make a subset of them operate simultaneously. We consider
two cases: when the links operate at maximum power and
when they operate with Symphony. Figure 11(a) shows the
aggregate throughput of the links, and clearly demonstrates
30-50% increased throughput for different combinations.

Throughput (link y) E=xz=a
Throughput (link x)
Tx. Power (linky) ——

Throughput (link z) Bz
Throughput (link x)
Tx. Power (link z) ——
Tx. Power (link x) 7222z
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Figure 12: Preventing asymmetric channel access.
(a) Symphony’s ability to detect and avoid channel
access asymmetry, (b) power control removes inher-
ent link asymmetry.

Large-scale experiments: To assess the effect of high
node density on Symphony, we emulate dense deployments
on the indoor ORBIT testbed [42] with 5 APs and 28 clients,
and on our office testbed with 3 APs and 6 clients (placed
close to s4 in Figure 8(a)). The inter-AP distance is 5 meters
on ORBIT and 15m in our office testbed. Clients are within
15 meters of each AP in both cases. We setup bi-directional
traffic between each client and its associated AP, and enable
Symphony on all nodes. Figure 11(b) shows the CDF of the
average transmit powers used by clients in each second, over
a period of 60 seconds. We observe that Symphony enables
clients to settle at much lower power levels in both sets of ex-
periments. For instance, in the ORBIT experiment, clients
settle at transmit power of 0dBm over 60% of the time and
within 9dBm over 80% of the time.

4.2.2 Problematic Scenarios

Avoiding Channel Access Asymmetry: To demonstrate
that Symphony avoids channel access asymmetry by intelli-
gently adapting the transmit power of a link, we perform two
sets of experiments. In the first set, we consider links x and y
as in Figure 8(b) (where AS1 and AS2 are senders and AR1
and AR2 are receivers), and setup backlogged UDP traffic
to measure the link throughput. Link x always operates at
the maximum power. We consider several cases—(i) links x
and y running one-at-a~time with y running Symphony, (ii)
links x and y running simultaneously with y at a fixed 0
dBm, and (iii) links x and y running simultaneously with y
running Symphony. Figure 12(a) shows the results over ten
runs. In case (i) Symphony enables link y to operate at 0
dBm and still achieve full throughput. If link y is operated
at 0 dBm together with link x, however, the throughput of
link y drops significantly compared to x, as shown in case
(ii) due to asymmetric channel access. We validate this by
observing the difference in ETTs observed by links x and y.
In case (iii), we show that Symphony increases the transmit
power of link y to between 6 and 9 dBm to avoid asymmetry.
Observe that link y didn’t have to operate at the maximum
power to let link x perceive its transmission.

In the second set, we show that when there is inherent
asymmetry between two links at default power, power con-
trol is beneficial in removing it and increasing the through-
put and fairness of links. As in Figure 8(b), a sender at
location AS3 gets significantly affected when running in con-
junction with a sender at AS1. For this experiment, we use
links x and z and consider two cases: (i) both x and z run-
ning together at maximum power, and (ii) x and z running
together with Symphony. Figure 12(b) shows results aver-
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Figure 13: Efficacy in avoiding receiver side interference, which is introduced for 1-, 5-, and 10-second
durations at different times. Utility of RTS and/or a decrease in rate trigger an increase in transmit power.

aged over ten runs. The graph shows that when operating at
maximum power, link z gets significantly lower throughput
than link x. When running x and z with Symphony, both
links achieve greater throughput because they are able to op-
erate independently at the lower transmit powers, thereby
also demonstrating increased spatial reuse due to power con-
trol. In both sets of experiments, Symphony increases the
throughput of asymmetry-affected links by three times.

Avoiding Receiver Side Interference: To show that
Symphony is effective in addressing receiver-side interference
in mobile environments, we consider links p and q in Fig-
ure 8(b). Link q operates at maximum power, whereas link
p operates with Symphony. The setup is such that link p op-
erates at 0 dBm when run individually, HS1 and HS2 share
the channel at maximum power, and HS2 does not perceive
transmission on link p if p operates at 0 dBm and hence
destroys packets at HR1 (i.e. causes receiver side interfer-
ence). In each run, we start a 20 Mbps UDP transfer on link
p for 3 minutes, and start a 5 Mbps transfer on link q for a
short periods (1 second, 5 seconds and 10 seconds) of time
at different times during the 3 minutes.

The bottom graphs in Figure 13 show that in response to
link g’s entry and exit, Symphony on link p increases and
decreases transmit power respectively to avoid the adverse
effect of receiver side interference. The graph shows that
Symphony is responsive to receiver side interference even at
short timescales of 1 second. The top two graphs in each of
the cases (a), (b) and (c) show the rate and RTS triggers
that identify the condition that triggered increased power as
in line 1 of Algorithm 3. We note that the utility of RTS
is not always sufficient to detect receiver side interference,
primarily because even RTS is sent at the chosen (lower)
transmit power with Symphony, which may not be perceived
by HS2. In such a case, rate drops and leads to increased
transmit power, thereby letting RTS reach HS2. Recall that
if RTS is useful, it reduces unnecessary reduction in rate.

4.2.3 Client Mobility

To demonstrate Symphony’s agility to client mobility, we
consider three AP locations and six client paths as shown
in Figure 8(c). On each of the paths, the client is mobile
at a speed of 0.75m/s. We again setup VOIP calls from

the AP to the client. Figure 14(a) shows for path pl that
moving the client away starts affecting the bitrate in the
OPT phase, and hence Symphony increases transmit power
to maintain the bitrate to the same level as in the REF
phase. As the client moves farther, even the rate in REF
phase falls. Figure 14(b) shows that moving the client away
on path p2 makes Symphony increase transmit power, but
it also reduces the power when the client returns to the AP
location. Qwerall, Symphony opportunistically enables a link
to operate up to 18dB lower than the default. Similar obser-
vations can be made on other paths.

For the same experiment, Figure 15 shows the applica-
tion level loss rate for Symphony in comparison to using
default maximum transmit power, and the difference in R-
score. R-score is a popular performance metric for the qual-
ity of voice calls [14]. An R-score of 70 or more is consid-
ered good voice quality. While R-score depends on several
factors [14], in brief, the difference in R-score can be simpli-
fied to 40 x (log(1 + 10em ) — log(1 4+ 10es)), where e, and
es represent the loss rate with maximum power and Sym-
phony respectively. The graph shows that Symphony incurs
little extra impact on application level loss on all the paths.
Further, in the worse case (path 4), the R-score using Sym-
phony deteriorates only by 3.4 and the average R-score dete-
rioration using Symphony is 2. While the actual R-score also
depends on the end-to-end delay, we note that with even the
maximum loss rate (as in path 4) using Symphony, in order
to achieve R-score as low as 70, the acceptable end-to-end
delay is over 300ms. Further, in-depth analysis of the losses
shows that significant part of the loss occurs when the client
is far away from the AP. In a real mobility enabled WLAN,
mobile clients handoff to closer APs for better quality, and
hence we believe that even this application-level loss will not
occur in practice.

4.2.4 Experiments with non-compliant nodes

We now consider the case when Symphony is incrementally
deployed in a setting where it has to operate in conjunc-
tion with non-compliant nodes such as other legacy WLANS.
We first investigate whether transmit power reduction can
be achieved in this situation. We consider the setup (Fig-
ure 8(a)) with s3 as the AP location, and a,b,c,y as four
client locations, with s3 running Symphony. We switch to
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channel 6 in 802.11g, on which there are other active APs
and clients from our office WLAN. By observing beacons
at the location s3, we determine that there are at least 13
non-compliant APs on channel 6.

For each client, the Symphony AP makes a 2 Mbps trans-
fer to every client every half an hour, to estimate the power
level appropriate for the clients. We perform this experi-
ment over a period of 12 hours mostly during regular of-
fice hours when the network is active. Figure 16(a) shows
the CDF of the average transmit power per client in each
run, across several runs, for four clients. The graph shows
that Symphony opportunistically reduces the transmit power
on all links even when operating in conjunction with a non-
Symphony-compliant network. For instance, links (s3, ¢) and
(s3, y) operate 6dB lower than the default transmit power
85% of the time.

We also study the effect of Symphony on non-compliant
nodes in a controlled environment by conducting experi-
ments on the ORBIT testbed. In this setup, we consider 2
APs and 11 clients using Symphony, and 2 APs and 13 clients
are in legacy mode (using maximum transmit power and
SampleRate for rate adaptation). For the legacy clients, we
emulate realistic WLAN traffic (as described in [16]), while
using two-way VOIP for the Symphony clients. We compare
the average packet error rate (PER) for legacy clients with
and without transmit power control on the Symphony part of
the network. Figure 16(b) shows the CDF of average PER
per client. The graph shows that Symphony nodes have a

positive effect of reducing PER for the legacy clients. Since
the legacy clients use higher transmit power than the Sym-
phony nodes, when power control is enabled, their transmis-
sions more likely benefit from the capture effect, which in
turn reduces the PER. Reduced PER results in the usage
of higher MAC bit-rates, as shown in Figure 16(c). These
results demonstrate Symphony’s incremental deployability.

4.25 Potential Battery Life Improvements

Due to lack of hardware support for measuring the exact
energy savings, we choose the analytical model in [38] to
demonstrate the potential energy benefits of Symphony. Ac-
cording to the model given by Equations 17 and 41 in [38],
the power dissipated during transmission (P;) can be repre-
sented in terms of the transmit power (P;) and the common
power (P.) that is consumed by the circuitry independent
of the transmit power, as

Py

Py =P,
@ =t 0.02 x 503 xlogio(Pr)]

(1)

where all quantities are in milliwatts. Using the above equa-
tion and power consumption values from Broadcom’s BCM
4328 card [1], we obtain P. = 305mW . Using this value and
the above equation, we can calculate the power dissipated
at any transmit power.

Now, as an example, in the experiment corresponding
to Figure 11(b), using the CDF and the power dissipated
by clients at each transmit power level, we can calculate
the average power dissipated by Symphony clients as Pf =
429mW for the ORBIT setup and PJ = 497mW for the in-
door office setup. In contrast, transmitting at the maximum
transmit power of 18dBm would lead to a power dissipation
of P = 766mW.

Since battery life is inversely proportional to the power
dissipated, assuming that a card transmits and receives for
equal amounts of time (and ignoring MAC protocol effects
for simplicity and illustrative purposes), the active mode
battery life improvement can be approximated as follows.
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Figure 16: Interaction with an operational network that does not run Symphony.

At maximum transmit power, if Ly is the battery life, and
P, is the power dissipated during reception, then

K

Ly = 2
MT PR +PRMtC @

where K is a proportionality constant and C represents the
power consumed by the other components of the mobile
(such as the processor, the graphics display, etc.) respec-
tively. Similarly, if Lg is the battery life with Symphony,

then, Lg = ﬁds%ﬁ Then, the active mode battery life

improvement is % Substituting the Py values calcu-
lated earlier and using the value for P, = 295mW for the
BCM 4328 card [1], we determine that the active mode bat-
tery lifetime improvement with Symphony over using default
transmit power can be up to 46% for the ORBIT setup and
up to 33% for the office setup (assuming that C is negli-
gible). Compared to a per-cell power control solution [31],
for Figure 10, the improvement for each client can range
from 0 to up to 26% with average being up to 17%. The
higher the value of C, the lower will be the benefits of trans-
mit power control. However, we envision that technology
improvements will only reduce the value of C [43].

5. DISCUSSION AND LIMITATIONS

While Symphony’s per-link power control improves net-
work throughput, its greedy approach may not achieve maz-
imum network throughput; a network wide optimization
problem considering traffic profiles, locations of users, chan-
nel conditions for all users, etc. may lead to higher network
throughput, while compromizing some users. However, such
network-wide optimizations are also much harder to realize
in practice, especially with user mobility.

In this paper, we assume that clear channel assessment
threshold (CCA) is fixed, mainly because commercial hard-
ware does not openly allow modifying it to avoid its poten-
tial abuse. However, Symphony’s transmit power control is
complementary to CCA tuning and can be easily extended
to incorporate CCA tuning. In general, Kim et al. [27] ar-
gue that fixing one parameter and tuning the other gives
the same effect, although fixing CCA threshold and varying
transmit power has added benefits.

While Symphony does not need modifications to the MAC
protocols, it does require synchronization that is currently
not a common feature in WLANs. However, Symphony only
requires loose synchronization that can be easily achieved,
as we do in our implementation. On the implementation

side, our AP-client synchronization is currently susceptible
to packet losses. If the broadcast packet from the AP for
switching phase is lost, a client will not switch phase and
affect Symphony functionality. However, this can be easily
fixed by utilizing the client’s local clock to switch phase at
the appropriate time if the broadcast message is not received
within a tolerance, much like how NTP [4] functions.

Finally, the success of Symphony depends on the prevalance
of per-packet transmit power control feature in wireless cards.
While this feature, to our knowledge, is only supported by
Atheros cards today, we believe that with the increasing
popularity of mobile devices and the growing need to im-
prove battery life, other manufacturers will also eventually
provide the above feature.

6. CONCLUSION

Per-link adaptive transmit power control in 802.11 WLANSs
faces the following challenges: (1) receiver-side interference
and asymmetric channel access, (2) incorrect data rate se-
lection, and (3) mobility-induced channel variations at short
timescales. In this paper, we propose Symphony—a novel
synchronous two-phase rate and power control system, whose
agility in adaptation enables us to systematically address the
three challenges, while increasing 802.11 network capacity
and battery life of mobile devices. Through a detailed pro-
totype study, we conclude that Symphony is (1) effective in
achieving the goals set-forth, (2) easy to realize in a WLAN,
(3) readily deployable even in the presence of non-compliant
nodes, while increasingly providing power control benefits
as more nodes adhere to Symphony’s strategy.
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