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ABSTRACT

The ubiquity of cameras in today’s world has played a key role in
the growth of sensing technology and mobile computing. However,
on the other hand, it has also raised serious concerns about privacy
of people who are photographed, intentionally or unintentionally.
The popularity of publishing pictures in social networks adds to
the concern that the photographed user has the least control over
his/her picture. In this paper, we present the design, implementa-
tion and evaluation of “invisible light beacons" where privacy pref-
erences of photographed users are communicated to photographing
cameras. Particularly, we explore a design where the beacon trans-
mitters are worn by users on their eye-wear and transmit a privacy
code through ON-OFF patterns of light beams from IR LEDs. The
beacons are received and decoded by a camera and mapped to dif-
ferent privacy preferences corresponding to that code. Based on
the experimental evaluation of thousands of data points using our
prototype implementation we show that the detection accuracy of a
known privacy code is greater than 98%, and error rate of commu-
nicating a random stream of bits over an indoor IR-camera channel
is within 7% at packet level and of the order of 10−3 at bit level.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design—Wireless Communication
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1. INTRODUCTION
The ubiquitous use of cameras and photo/video sharing plat-

forms continues to raise new privacy concerns. The debate over
the appropriate use of Google Glass [8, 12] is only the latest in-
carnation of a century-old effort to negotiate the tension between
privacy and recording technology.1 In many countries photo and

1The invention of photography and newspaper publishing were the
subject of the seminal 1890 article "The Right to Privacy" by War-
ren and later US Supreme Court member Brandeis. It is often con-
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Figure 1: Conceptual diagram of the light beaconing system

applied to privacy preservation of photographed users. In this

example the transmitter worn on the user’s face transmits a pri-

vacy code to the camera receiver that takes appropriate actions

based on the code.

video privacy is heavily regulated, often with separate laws appli-
cable to the taking, the publishing, and the copyright of the photos.
Whether the snapping of a photo can be considered an invasion of
privacy often depends on whether it is taken in public or in a pri-
vate setting and whether the subject could have reasonably held an
expectation of privacy at the time. Even if the photo itself is le-
gal, an invasion of privacy can occur when it is published. This can
depend, however, on whether it is published as news or for commer-
cial purposes and whether it is a photo of a larger group of people
or whether there is a prominent primary subject. Such sometimes
country-specific societal norms have developed over time for tra-
ditional photography and publishing. They have not kept up, how-
ever, with the recent rapid progress in camera technology and the
myriad sharing options. Current services largely focus on negoti-
ating privacy concerns only after a photo is shared. Online photo
sharing services may delete or disallow publication of a picture if
it is deemed sensitive or may allow un-tagging (i.e., the disassocia-
tion of one’s identity with the picture) of personal photos.

Challenge. The privacy application example motivates a tech-
nology solution for photo subjects to signal meta-data such as pri-
vacy preference to the cameras that snap them. This would ensure
that an after-the-fact tracking down of the subject is not necessary.
The primary technology challenge in signaling preferences to cam-

sidered the first article in the United States which argues for pri-
vacy.



eras is the association problem: given that a person is in a photo,
whose privacy preference should be applied? One approach may
be to share privacy preferences over a short-range radio link such
as Bluetooth or Wifi-Direct [23]. This requires that the camera has
the radio receiver and more importantly, if more than one person
is nearby, it would not be clear which preferences to apply to the
subject on the photo. Face recognition can help but it is very dif-
ficult to achieve reliable recognition, even if the pool of possible
candidates is very small [9].

Approach. We explore therefore the use of near-visible (infra-
red) light communication to design beacons that can be detected
directly by a camera. Light communication techniques are attrac-
tive compared to QR codes, because the time-varying optical signal
allows keep the beacon very small in size, yet detectable at typ-
ical photo distances. This leverages the trend towards electronic
viewfinders in cameras, which means that the camera senses the
scene not only during the exposure time of a photo but also during
the time when the photographer is composing the scene. This pro-
vides a longer window of sensing time, wherein the privacy beacon
can announce its presence and potentially communicate informa-
tion through the time-varying visual code. For the privacy applica-
tion example, as shown in Figure 1, the beacon itself can be a mod-
ulated infrared LED, which is ideally attached to or incorporated
into a wearable device close to the face. They could be embedded
in Augmented Reality Glasses, or perhaps in jewelry or amulets.
With carefully-chosen wavelength, the infrared signal is not visi-
ble to the human eye but still passes through the filters of cameras.
By emitting a time-varying signal, it can be detected by the cam-
era over a sequence of frames and through it’s location inside the
photo frame it also indicates which face it applies to. This directly
addresses the face association problem.
What should the beacons transmit? The design space ranges
from a single-bit (opt-out) to complex individual privacy polices.
A study by Ahern et.al. [7] confirms the existence of photo pri-
vacy concerns and reports that people are more particular about
the content (people, actions) in the photograph when making pri-
vacy decisions while some raised concerns about location. Another
study [17] also indicates that people wished to have more control of
their photos that have been uploaded or tagged on social network-
ing sites. While such studies may not necessarily be comprehensive
of the exhaustive list of privacy preferences of users, it is intuitive
that short codes (3-4 bits) can span a set of key categories of pri-
vacy preferences. For example, such categories may include do not

upload, always untag me, do not reveal location, do not save, do

not reveal face etc. There may, however, also be some users that are
interested in creating highly customized policies that are hundred
of bytes in length. To better understand these design options, we
therefore consider both basic signal presence detection (single-bit)
and communication of arbitrary information.

While we use user privacy scenario as a running example in
this paper, we believe that there exists a broader class of appli-
cations that benefit from signaling information directly to cameras.
When privacy is not desired, such beacons may signal photo sub-
ject identities for more reliable tagging. A beacon could also send
an emergency signal to a camera surveillance system. These ex-
amples show that camera communications do not necessarily have
to become a general purposes communication system to be useful.
While earlier work involving camera communications has primar-
ily considered screens [27, 14, 20] or lightbulbs [31] as transmit-
ters, this preliminary work focuses on a prototype implementation
of a small, single LED light beacon and on characterizing the ro-
bustness of such a system.

In summary, the key contributions of this paper are:

1. We identify a novel class of applications for light communi-
cations that benefits from signaling meta information directly
to a camera at the time of taking the photo or video.

2. As an example, we propose a light beacon design to directly
signal privacy preferences to cameras at the time of taking
the photo or video.

3. We develop techniques for enhancing the detection of the
presence of a beacon in the camera video data and to decode
information from this beacon.

4. We implement a prototype beacon and experimentally ana-
lyze the robustness of signal detection and communication
error rates over thousands of different photo poses.

2. SYSTEM DESIGN AND IMPLEMENTA-

TION

Figure 2: System architecture of the IR beaconing system

In this section, we present the design details of the proposed pri-
vacy beaconing system.
Overview. As shown in Figure 2 our proposed system consists of
an IR transmitter that communicates to a camera receiver through
ON/OFF patterns of light emitted from IR LEDs. The transmitter
encodes the user’s privacy preferences as a sequence of bits that are
transmitted periodically from the IR LEDs. The receiver (camera)
acquires the IR signals, localizes the LED and then decodes the bits
from the detected ON or OFF states of the LED. The decoded bit-
sequence is then mapped to the corresponding privacy preferences,
on the camera device locally, or in a remote database.

In this paper, we consider an example application where the IR
transmitter is worn by a user near the facial region. Such a place-
ment allows for easier and robust tracking of the LEDs on the im-
age, by detecting the facial features through face-detection tech-
niques [33]. Face detection along with the LED signal helps to
associate the privacy preferences to that of a specific user. In gen-
eral, different applications with non-facial placements of the LEDs
may also be possible, and such applications can choose from the
plethora of pattern matching techniques that exist today [15, 25],
for robust LED tracking, and address the association problem.

We will now discuss the transmitter and receiver design in more
detail.

2.1 Transmitter
The IR beacon transmitter transmits a privacy code as bits by

modulating the light emissions from the IR LED; ON represents
bit 1 and OFF represents 0. The privacy code is generated from a
data-source on the transmitter which can be a programmable mi-
croprocessor or simple micro-chip that stores the privacy prefer-
ence data. The codes may also be retrieved from the user’s phone



(a) (b) (c)

Figure 3: (a) Sample face detection (face detected region is

shown in a green box), (b) LED detected regions within de-

tected face region from (a), and (c) LED detected regions in

entire image from (a). (Observe that the LED detection result

in (c) is very noisy as compared to searching over only the facial

region.)

through a wireless connection. In this paper we assume that the
dictionary of privacy preferences are known to both the transmitter
and receiver. We consider one use-case scenario as a running ex-
ample, where the privacy code is a single universally agreed code.
Detecting the presence of this code would imply that the camera
has been informed that the captured image snapshot should be pri-
vacy protected. However, in general, a multitude of such codes
may be communicated. Another option would involve transmitting
a stream of bits as packets or time-varying codes that map to differ-
ent levels of privacy options. In the ideal scenario, a random stream
of bits like in any communication system would be communicated.
Beacon Prototype. We implemented a prototype IR transmitter
that consists of two IR LEDs connected to two input/output (I/O)
pins of an Arduino board [1]. The Arduino was programmed to
generate a periodical sequence of bits that corresponded to a 13
bit Barker sequence at a data rate of 15bits/sec. Barker codes are
widely employed for sequence detection due to their good auto-
correlation property [32]. Sequence detection, or more formally
preamble detection as called in communication systems, is primar-
ily used for synchronizing the transmitter and receiver. Based on
the channel the system may employ different protocols for trans-
mitting the payload. However, in this paper we test the feasibility
of detecting such sequences alone, while reserve the protocol de-
sign as future work. The LEDs were powered through the 1mA
current that was supplied to each LED from the I/O pins of the
Arduino board, which was powered by a regulated battery supply
voltage of 5V. We placed the two LEDs on two sides of a specta-
cles, then connected them to the Arduino board that could fit in a
shirt pocket. The second LED in our transmitter was used to add
redundancy in transmission, by sending the same signal as the other
LED.

2.2 Receiver
The receiver for the privacy beacons consists of a camera de-

vice, and the supporting software for processing and decoding the
information received from the beacons. The receiver decodes the
information by processing a series of image frames from the video
sequence captured during the time-interval between the instance
when the photographer switches ON (shutter open) the camera ap-
plication and the instance when photographer clicks the snap but-
ton. The receiver detects the presence of the LED by correlating
the pixels of the image with a reference value (calibrated) of image
pixel intensity of the ON and OFF states of the LED. The receiver
uses face-detection to localize the LED search region of interest.
We observed that the intensity of the LEDs in ON state are usually
considerably higher than those that correspond to a face, and hence

(a) (b)

Figure 4: Sample image snapshots from camera video footage.

The user (one of the authors) is wearing the beacon transmitter.

the number of false-positives are very low. The sample snapshots
of the LED detection results shown in Figure 3 illustrate that using
face-detection yields better LED localization on the image.

Depending upon the application scenario, upon detecting the pri-
vacy code, the camera may perform actions such as prohibit storing
the picture, or blurring the facial region in the picture or simply ap-
pend a privacy meta tag with the captured photo/video snapshot.
Receiver Implementation. We implemented a prototype receiver
where the detection algorithm was implemented in C++ and used
the Viola-Jones [33] object-detection implementation from OpenCV
library [5] for face-detection. To facilitate evaluation of our re-
ceiver algorithm on real traces we developed a camera app on a
Samsung S2 smartphone that ran Android, where the camera was
operated at 30fps and at 720×1280 resolution. The auto-exposure
feature was turned ON during the camera operation.

3. EVALUATION
We conducted experiments, to evaluate the performance of our

system, using our beacon transmitter and the camera receiver proto-
type. Our evaluations were aimed at answering two key questions:

• What is the detection accuracy of a known IR signal when
decoded by a camera, and what is the effect of the signal
design choices on accuracy?

• What are the error rates of decoding a random stream of bits
transmitted by our IR transmitter worn by the user and re-
ceived by a camera?

Our experiments involved a user wearing the transmitter and be-
ing videotaped (at 30fps) by another user using a smartphone (Sam-
sung S2). The smartphone camera acquired a video from the in-
stance of the camera app being initialized until the user clicking
the snap button. The user was not restricted in their regular head
movements but stood stationary during the video shoot. The re-
ceiver algorithm ran in parallel with the camera acquisition, to de-
tect the face and decode the information from the LED signal from
each image snapshot of the video through a correlation based detec-
tion. The correlation value obtained in each iteration corresponds
to the product of the reference LED gray-scale pixel-intensity value
and the received pixel-intensity, normalized over the product of the
maximum intensity ;was 255 in our experiments. This exercise was
repeated over multiple trials with multiple users in a well-lit indoor
environment.

Figures 4 (a) and (b) show sample image snapshots from the
video shoot, where one of the authors is wearing the IR transmitter
on the glasses.

(1) Detection Accuracy
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Figure 5: (a) Accuracy of detecting the presence of a light signal at the camera. Each graph point refers to the TPR and the FPR at

the specified correlation threshold (marked numbers on the plot), (b) Available time for light signal reception during photo capture

by cameras using electronic view-finders, (c) Effect of Barker code length and number of transmitting LEDs on detection accuracy
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Figure 6: (a) Effect of detection correlation threshold and frequency of light signal on detection accuracy, (b) Effect of distance on

camera channel quality (packet-error rate), (c) Effect of angle on camera channel quality (packet-error rate)

We compute the overall detection accuracy of the cumulative
dataset of the indoor video samples and plot the receiver operat-
ing characteristics (ROC) curve in Figure 5 (a); True-positive rate
(TPR) versus False-positive rate (FPR). TPR is the ratio of total
number of true positives and sum of true positives and false nega-
tives. FPR is the ratio of total number of false positives and sum of
false positives and true negatives.2. We can observe from Figure 5
(a) that the TPR is as high as 98.5% while FPR is within 2%. We
achieved this performance for a range of 3m between the transmit-
ter and the camera. The high detection accuracy can be attributed
to the use of Barker sequence and the use of face-detection to local-
ize the LED search. Face-detection localizes the search to a region
where temporal changes in the pixel intensity of the background
(face) is less prominent than that of the LED intensity, simplifying
receiver processing.
Photo capture duration. We observed from the CDF of the cap-
ture duration (time between camera application start to clicking
snap button) of the videoshots obtained from our experiments, as
shown in Figure 5 (b), that the median duration is 1.2 sec and is
within 2 sec in 80 percentile of the cases. This time may perhaps be
sufficient for reliably communicating a set of privacy preferences
along with short user IDs (10-20 bits). Indeed the data capacity can
be improved by transmitting parallel stream of bits over multiple
LEDs as in visual MIMO [13].
Code length and data rate. We plot the average detection error,
for different Barker-code lengths at a fixed distance of 2.5m be-

2True-positive is the event when a tag is successfully detected when
actively transmitting the known sequence. A false-negative is the
event when the receiver does not detect a tag, but when tag is ac-
tively transmitting. These events also include the case where a face
is not detected while tag transmits.

tween the camera and the transmitter (worn by a single user and
posing for the camera), in Figure 5 (c). We can observe that the
detection errors reduce when considering the average value of the
signal intensity from two LEDs. We also plot average detection
error rate at different correlation thresholds and for different repe-
tition frequencies (data rate) of IR signaling in Figure 6 (a). From
these results we can observe that the detection errors are less than
1% for data rates 15bits/sec and below as well for typical Barker
code-lengths. We can observe (from Figure 6 (a)) that the detec-
tion errors rise sharply for a higher data-rate of 25bits/sec, as the
number of bit errors in each sequence estimate increase due to in-
terference between bits in successive frames and thus resulting in
low correlation with the actual. We can also observe from Figure 6
(a) that a nominal (0.5 to 0.6) correlation threshold suffices for ro-
bust detection and that the detection accuracy will fall sharply with
stricter correlation thresholds.
(2) Error rates for decoding random streaming of bits.

As a test for the link quality when a random stream of bits are
communicated in our system, we conducted a simple experiment
where a stream of packeted bits were transmitted in parallel from
two LEDs on IR transmitter and decoded by the camera. We con-
ducted the experiment for a set of distances (between transmitter
and camera) from 1-3m in 0.5m steps, and repeated over 10 tri-
als. In Figures 6 (b), (c), we plot the packet error rate (worst of
the two LEDs) over distance and the packet error rate of one LED
(whichever was detectable at an angle, at distance at 2.5m) at dif-
ferent angles, respectively. We observe that the packet error rates
are below an acceptable 7% at typical use-case distances and angle
for the chosen data-rate specification. We also computed the bit
error rate to be of the order of 10−3, and was consistent across the
set of evaluated distances and angles.



We emphasize that the range of our system can be improved (to
about 6m) by operating the LEDs near saturation, however, the bat-
tery lifetime will reduce by half. The IR transmissions may also be
controlled by the user to be used only when necessary to conserve
battery power. We believe that such ranges are sufficient for typical
indoor applications where it is only within a few meters where the
face of the user can be recognized on a photo and that the privacy
will matter.

4. DISCUSSION
We will present some of the discussion points that emanate from

our work and also some limitations in our design.

Whose right is it anyway? The use of privacy beacons, on one
hand, can provide privacy options for the beacon user, however, on
the other hand, can also interfere with the photographer’s freedom
to take a picture. It can make photographing any event very incon-
venient, especially snapping a picture in most interesting scenarios,
cause most of these pictures will have one or more human faces
in view, voluntarily or involuntarily. What kind of action should
be taken once a camera decodes a privacy option remains an open
question for decision makers which could also include policy mak-
ers.
Power consumption. The peak power consumption of the beacon
transmitter during operation is 5mW , where the peak current drain
from the battery is 1mA, which also includes powering the Arduino
board. The lifetime of our prototype transmitter is about 225 hours
on a 9V alkaline battery supply. The lifetime can be increased by
enabling the transmitter beaconing only when necessary.
Wake-up mechanisms. As mentioned earlier, the battery life of
the transmitter can be improved by switching it ON only when re-
quired. In this regard, we can employ wake-up mechanisms, for
example using Bluetooth or WiFi, where the camera (phone) can
broadcast that it is going to take a photograph, and upon sensing
the signal the transmitter enables the optical beacons. Reversely,
upon sensing a device, through some radio channel, integrated with
a camera, the beacons could also be used to wake-up or enable the
camera application seamlessly.
Would people wear a privacy beacon device? This paper uses
eye-wear fit with privacy beacon transmitters as a running example
for usage. However, in reality, a user may not be inclined to wear
a hardware device unless it is embedded into an object he/she is al-
ready wearing. We do feel that convincing people to wear a device
that enables such a feature would be challenging, and would require
some support also from policy makers to bolster this idea. Consid-
ering that no convincing solution exists today for the photographed
user to communicate his/her privacy option, while or even before
the photograph is taken, we feel that our solution takes the right
step ahead in this regard.

5. RELATED WORK
The use of light beacons for signaling to cameras/image sensors

has been explored earlier [4, 27, 11], however, these approaches
use the visible spectrum instead of IR, and thus less unobtrusive.
Also, communication at the IR spectrum [22] has so far been using
photoreceptor receivers or specialized cameras [2]. Our solution
shows the feasibility of using off-the-shelf cameras for IR commu-
nication. Yamada et al [34] propose a technique that only prohibits
photo capture (but not communicate) using an infrared LED in the
form of light-jammers. Tagmenot[10] offers wearable QR codes
to specify users’ privacy options, but the QR codes may not be

detectable or may be hidden in some poses and hence limited in
applicability.

Researchers have proposed techniques for encrypting facial ar-
eas in photos [30] and for negotiating more complex (e.g., person-
specific) sharing policies [17]. Negotiating such privacy protec-
tions, however, is only possible if the subject of a photo can be
identified and contacted at the time the photo is shared.

However, with the popularity of social networks today image and
video content from users’ profiles have shown to be (mis) used by
employers and law enforcement to investigate the behaviors of in-
dividuals [16]. A study by Acquisti et al. [3] shows that a combina-
tion of simple face-detection techniques and a large photo collec-
tion, such as Facebook public profile pictures, could identify a per-
son in a photo with a high degree of accuracy. Indeed, Google has
taken a step to address privacy concerns by blurring faces, house
numbers, car license plates in Google Street View [19]. Giving
users more control of their privacy was the underlying idea of the
Platform for Privacy Preference Project (P3P) [6], however its de-
velopment was not successful due to its complexity. An effective
privacy solution must be simple, light-weight, and almost seamless
to users.

Chattopadhyay et al. [18] proposed a privacy preservation method
by embedding a secured key inside the photo. Besmer et al. [17]
described a solution where people being tagged in the uploaded
photos can request the photo owner not to share the content with
other users. Both these techniques give the privacy control to the
photo owner, complementary to what is proposed in this paper.
SnapMe [21] utilizes a cloud server to provide privacy policy while
pAws [24] uses a privacy assistant server on the cloud to prevent
sensing activity. Both of these solutions require connectivity to the
cloud (network). NotiSense [28] provides useful notifications of
nearby urban sensing activities to those who choose to subscribe
by sending notification to users (directly or indirectly) when their
photo is uploaded or shared. In Tricorder [26], which uses QR
codes to display sensing activity, the user has to actively get privacy
policy from the phone’s sensor logger, while in our approach, the
user does not do anything as the beacons will contain the privacy
preference. TagSense [29] automatically tags, with some known
context, of people who are inside a photo. However, it requires
a session password before taking photos and can only those pre-
registered with the system.

6. CONCLUSIONS
In this paper, we showed the feasibility of communicating IR

signals to cameras. We showed that IR communication is more
feasible indoors, where ranges of the order of few meters can be
achieved. As IR signals are invisible to the human eye, such com-
munications can be very useful in applications where high-priority
or sensitive information can be directly communicated to cameras.
The idea of communicating to cameras, as in our proposed sys-
tem, is in direct contrast to communicating information through
barcodes such as QR codes where camera communication is essen-
tially just another means to send information. In our system the
camera image as itself has key relevance, for example, as a pri-
vacy context. In this paper, we implemented a prototype transmit-
ter hardware and camera receiver algorithm. We conducted exper-
iments towards understanding if a known IR signal can be reliably

detected and if the channel quality is sufficient for IR communi-

cation to off-the-shelf cameras. Our evaluations revealed that it is
possible to detect the light signals within the photo capture duration
with over 98% accuracy. We learned that the photo-capture dura-
tion is usually about 1.5 seconds using an electronic view-finder
camera. We also computed the packet-error rate and bit-error rate



of the IR LED–camera channel in the indoor test environment to be
within 7% and 10

−3 respectively.
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