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Asymptotic Analysis

e Coding theorems (Shannon)

— Block length — o0

e Discrete adaptive estimation

— Continuous-time limit

e Stochastic systems

— Fluid limits, heavy traffic limits

Dimacs, March 2003 NORTHWESTERN
UNIVERSITY 2



Wireless System Parameters

e Degrees of freedom

Bandwidth

Dimension of signal subspace
Antennas

Signatures in space/time/frequency

e Users
e Training interval (adaptive estimation)
e Power

e Mathematical tools: random matrix theory, extreme value theory
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Outline

e Analysis of Multi-carrier (MC)-Code-Division Multiple Access

— Joint work with Matthew Peacock, lain Collings
S Univer sity of Sydney

e Signature optimization with limited feedback

— Joint work with Wiroonsak Santipach

e Convergence analysis of adaptive Least Squares estimators

— Joint work with Weimin Xiao
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Reverse-Link Model: Code-Division Multiple Access

—%__s Intracell User

—%__51 Intercell User
h_&

S random
) receiver
h

Received N X 1 vector: r = MUMAHH VvV Pibisy +n = SPY2b +n
e s;isthe N x 1random i.i.d. signature for user k, S = [s1,--- ,Sk]
e by is the symbol foruser k, b = [by,- -+ ,bx]?
e P is the power for user k, P = diag|[ P4, - - - , Pk]

e 1 is additive white Gaussian noise, E[nn'] = ¢21

Dimacs, March 2003 NORTHWESTERN
UNIVERSITY 5



Linear Minimum Mean Squared Error (MMSE) Receiver

Filter ¢ for user k is selected to minimize E|[|b;, — ¢'r|?]:
c=R7's; where R=SPS"+ 21

Output Signal-to-Interference Plus Noise Ratio:

~1
SINR, s/ Am%mw + QNHV St

trace ﬁw\mgmwmw W

1
E[SINR|S] ~ trace{ R, '}

where m\a = ﬁmH " SEp—_1Sk+1 0 mmL and Hﬂw = m\.ﬂu.umww -+ Q.MH
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Large System SINR (Tse-Hanly)

Users K — oo; Degrees of freedom N — oco; K = K /N fixed

1
lim  SINRg = By = Py, and ¥ =
(K,N)—s00 o2+ K [ wmmoom
where { Py, -

K/N = 0.5; SNR = 10 dB;
T

\

large system limit
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Deriv ation

v>* = lim =+ trace{R;'} = lim (s 'R sy,

Zlvoo N—o0

1
lim —trace (R™'R)

N—oco NV
lim trace [R™'(c2I+ SPS')]

N —o0

N _
1 1 P.-Litrace Hw
w :E|:mommw|+:5 M w

2|voo 2 N—o0
k=2

1 K P
27> + \IE F(P)
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Disper sive Channel

n ~ N(0,0:1)

r
Channel Linear Filter

H, " c

K

MU HHHwaUw +1n
k=1

where Hub? k=1,---K,isassumed to be circulant:
H;, = WH, W'
where W is the Inverse DFT matrix, and Hj, is diagonal.
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MC-CDMA Model

Received signal (frequency-domain):

® H.Hu. Is diagonal with random i.i.d elements. For Rayleigh channels, elements are complex
Gaussian.

e Userj, 1 < j < J, has signature matrix S; = [s; 1, - ,8; x|, K = MM.NHH K;

° F. IS a vector of m&. data symbols

e m = W'n is zero-mean AWGN with covariance o21.
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Large System Limits: MC-CDMA

Infinite user limit; single signature peruser: K; =1,9=1,---,J

J — 00, N = o0, J = J/N fixed

e Li, Tulino, Verdu; Peacock, Collings, Honig

. Single user; infinite signature limit

e Li, Tulino, Verdu (downlink); Peacock, Collings, Honig

. Finite users J; infinite signature limit
K; =00, N - 00, K; =K,;/N fixedforeachj =1,--- ,J

e Can evaluate asymptotic SINR and capacity regions
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MC-CDMA SINR

Average output SINR of the MMSE filter for the k™ signature of user u is

1 _
By = N trace AW Hﬁ:v

U

J o~ ~ -
o where R = 021y + M » S,S! and S,=H,S,

o P, = m:mw IS the diagonal matrix of powers in each subchannel

e Computing the large system limit is more complicated.
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Eigenvalue Distrib ution

For the NV X NN Hermitian matrix A with eigenvalues A1, ... , Ay, the
empirical distribution function (e.d.f.) of the eigenvalues of A is

GX(x) = - [{h s A < o)

The Stieltjes transform of Gz () is

H
\\/IN&Q»»A\/V dﬂoqwmﬁJr

limpy_y00 v trace{R™1} = limn_y00 & MUMMH + =/ ;dGr())

(2
= :BNIYO MR, ANV
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Key Random Matrix Results

e (Silverstein '95) If R = B + SDST, then as N — co with K = K/N,
mg(z) satisifes

nn(z) = mn (2= K [ o —dGo)

e R-transform of mg(z): Re(y) = w +mg'(y)
f Ry = Ay + By and Ay and By form a free family in the large

matrix limit, then mw@v — mkﬁs =+ mw@v

e S-Transform: If Cy = ANyBy, then Sc(z) = Sa(x)SB(x)
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Single-User Infinite-Signature Limit

As N, K — o0, the SINR at the output of the MC-CDMA LMMSE receiver converges
In probability to:

oo _ 1A% (AF B2 T 1+ 8% v - QEV
K K?2 K K

® K= Qm\qw and QW is the variance of the subchannel gains

o Ki(x) = boo e~ Tt~ 1dt (exponential integral)
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System Load

6dB SNR
8dB SNR |
10dB SNR|:
12dB SNRF
14dB SNR|:
—— 16dB SNRY|]

11 1.2
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Multi-user Multi-Signature MC-CDMA SINR: Equal Loads

As (N, K;) — oo, with fixed K By — K-, j €{1,...J}, the SINR for the u™ user

N
with power P, satisfies:

K 7 B2/ Py
1 = 2 4 u
a,70 MUQ.HH wu.lw i QMO\w\:

J

and 79 = mg (0) is determined by solving the following set of 2J + 1 equations:
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Multi-user Multi-signature MC-CDMA SINR: Arbitrar y Loads

H_, . H_, —1 |.—.
% %Mboo N trace Amu meu. v
S;St+ H'R,;H
T + T

1. Compute mT, (2).

2. Compute S-transform of T'5 in terms of S-transforms of R ; and mwmg

3. Compute mT, (2) via inverse S-transform.

4. Compute mT, +1.,(2) via inverse-R transform of Ry, 1+, .
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Asymptotic and Simulated SINRs

10

- — Asymptotic (Analytic) — Asymptotic SINR, User Hwno.pmm

= HWMM AW_BV B Simulated SINR, User 3
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(a) Equal No. signatures / Unequal Power (b) Unequal No. signatures / Equal Power

The user with the least number of signatures has the highest average SINR per

signature.
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Asymptotic Spectral Efficienc y Region

e The capacity region of the J-user MC-CDMA channel is given by [Verd(86]

1
3 AAOHU... uoh\v : . C; m m#OmTN‘N |_|Q.QMMMMMN7W
IC{1,...,J}

Y N.A‘N”MUN.mNNW‘& and MN” _HW\NH W\Nw WM_N_H_

e As (K;, N) — oo, C;(c2) converges to [Miiller02],

cP(z) = |\N ASFQQLﬂWV dz’

— 00

where 2 — th and mg, ANV is the Stieltjes transform of the asymptotic eigenvalue

distribution of R; = STS;
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Asymptotic Spectral Efficienc y Region: Two Equal-Power Users

— Spec. Eff. Regnx=0.25

— Hull, equal power per signatuf

== Hull, equal power per user
45 degree tangent

[N

— Fixed power per signature
Fixed power per user

o
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o o
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1

Ex: Qpno.mm
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o
)

o
(S

o©
=

“_.. . 10 20 30 h,O m,o @,O 70
OH (bit/sec/Hz) Hm_ﬂpﬁom\opv (degrees)

OO

Sum SE is maximized when both users have the same number of signatures.
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Asymptotic Sum Spectral Efficienc y

-4 Asymptotic, J=Ka=1
—g- Asymptotic, guhn_uo.mm
Monte Carlo, ,uuk_Q_uo.Nm
. Asymptotic, ,unwn_.no.m
_# Monte Carlo, ,uumo._.uo.m
—e— Asymptotic, ,uupn_.up
Monte Carlo, ,HHHQ__HH

a1

I

Optimal Receiver

w

LMMSE Receiver
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Spectral Efficiency (bit/sec/Hz)

E N, (dB)

For a fixed load K, the SE increases with .J .
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Signature Optimization

e Can optimize transmitted signatures in space/time/frequency to avoid interference.
e Prior Work:

— CDMA: Rapajic & Vucetic (‘95); Jang et al (‘98); Viswanath et al (*99);
Ulukus and Yates (‘99); Rose and Yates (‘99); Popescu and Rose (‘00);
Lok and Wong (‘00, ‘01)

— MIMO & Multiple Access Channels:
Salz (‘85); Yang & Roy (‘94); Honig & Madhow (‘93);
Varanasi et al ('98,°99); Yu & Cioffi (‘00); Giannakis et al (‘00,'01)

e AWGN: {sy, -+ ,Sg} — orthogonal set, K < N

e With multipath, optimizing S serves to avoid interference and pre-equalize
channel.

e Requires feedback from receiver to transmitter.
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Single-User Signature Optimization

choose
signature
S

by,

N
()

multiple-access
interference

linear
filter cg

—{slicer|——

quantizer

feedback
channel

B bits

H.”@wmwnTM@m.mb.lTﬁ AZX C

j#k

o {s;}, j# k,arei.id. and fixed.

e Problem: Select sy, to maximize SINR = [, =

subject to ||sy||? = 1.
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Infinite-Precision Solution (B — 00) (Ulukus & Yates)

e s, = ke, k= 1/||c||

e MMSE receiver. ¢ = Wlew — sy, is the eigenvector of R, corresponding to

the minimum eigenvalue.

— Select s, to lie in the direction of minimum interference plus noise.

e c = si/k (matched filter is the MMSE filter)
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Finite-Precision Solution: Vector Quantization

e Set of possible signatures for user k:
-V ={v;}, 1 <5 <25
— ||v;|| = 1 for each j.

® The receiver selects

S = arg min X ;
m<m< J

where X =} ./, ?w.m@.vm (total squared interference).

1
Q.W«nTN?B?L

e Average SINR: B, = where I, = min{ Xy, -+, Xo5}.
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Large System Limit

Let (K, N, B) — oo with fixed

Asymptotic SINR for user k:
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Random Vector Quantization (RVQ)

e Choose V = {v1,... ,vyn } from a joint distribution F},.
Let

oo __ i 2
Q< Qﬁ?.wwwioo &

e RVQ: {v1,... ,Vyn } arei.id.

o0 — i 2
QW/\@ Amﬁzwwwioo Q\a

e Theorem: 377 < Q%\@ for any Fy,.
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RVQ Interf erence Power

o ['x n(x) = cdf of X; for finite processing gain IV

e The cdf for Iipin N is

Mm

Fromn(@) =1—(1—-Fxn(z))

® The average interference is

Blln) = [ 22° (1= Fxn(2)*" ™ frov(o) do
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Large System Interf erence Power (RVQ)

e As N — o0,
X; = (vls;)? = X
i£k

K

where X has a Gamma cdf F'x with mean N and variance 2%

N2

e Theorem: The large system interference power is

oo

where the latter limit converges for 0 < K < 1and B > 0.

Proof. Uses asymptotic theory of extreme statistics.
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Interf erence pdf

PDF for Interference with K/N = 0.5 and different N

As N — oc:

e Number of independent samples =
MWZ

e Variance — 0.

° NFEFZ_ converges to a finite
limit.

0.6
Interference

NORTHWESTERN
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SINRvs B/N: Single-User Optimization

Single—user signature quantization, K/N =0.5 SNR =8 dB

—©— Reduced-rank with optimal D/K
—&— Full-rank
RVQ

2.5 3
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Reduced-Rank Signature

e Constrain s, to lie in 1J-dimensional subspace:
s = Frag
where
F; N x D Matrix of basis vectors for user k,

oy, D x 1 Vector of combining coefficients.

e Example Am,wm,w

T £1/vV2 0
+1/v/2 0
0 +1/v/2
0 +1//2
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System Model: Reduced-Rank Signature

linear
filter c;

slicer

multiple-access

interference

feedback

channel
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Reduced-Rank Signature Optimization

e Choose i, tomin F/ T@w - OT_& st ||sg]|* = 1.

e For matched filter (c, = si.),

—1
(FiFx)  FLRWFL| ag = Amincy

where R = mwmw + 021, and Sy, = [S1 -~ Skp_1 Ska1 - - - SK.-

e Quantize o, and feed back the D x 1 vector &g,.
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Reduced-Rank Trade-off

e As D increases:

— More degrees of freedom for interference avoidance

— More coefficients to quantize

e For fixed B, what is the optimal D?
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Sighature Quantization

® Assume;

— Scalar quantizer with B bits for D coefficients.

— Elements of oy, are i.i.d. with pdf A/ Aou wv

— Error-free feedback channel.

o O = o, + Aoy, where

Qy, Quantized vector,

Ao Error vector.
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Example PDF of oy ;

PDF of a forD=6 and N = 16

|
—— Simulated
— — Gaussian
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Quantization Noise Power

e There are B/ D bits or 2B/P = M quantization levels for each coefficient.

e For large M and Gaussian pdf,

2 V3w
B (I1aeil?| = s ms +0 (172
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SINR with Quantiz ed Signature

e Optimize user k’'s signature with fixed interference.
e Quantized signature: S, = Fra
e F; is random with m«ﬁm{ = L

e Averaged SINR is

ben B [lél]

B ﬁ 5%& o2F T_@_Q +E TJ?»&E@L

where E| ] is over quantization noise.
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Large System Limit

Let (D, K, N, B) — oo with fixed
K K/N
D D/K
B B/N

B2° (Large System SINR)

1— B ||| acy’]

02 + T ~ ,\MVN K+ Aw/\mw _ DK — 9@ E T_DS_Q

Assumes Ay, and m\ﬁm‘w are independent.
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SINR vs Normaliz ed Dimension: Single-User Optimization

One user adapts, N = 96, SNR = 8 dB, feedback Bit = 96

SINR (dB)

— — Simulated; load = 1/2
—— Large System; load = 1/2
—©— Simulated; load = 2/3
—+— Large System; load = 2/3

NORTHWESTERN
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Group Optimization

e Each user optimizes signature.

e Approximate large system analysis:

— Add users sequentially, fix existing signatures.

- E (| Aa

(302K +2DK — $VDK) (1- B [|aax?])
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SINR vs Normaliz ed Dimension: Group Optimization

All users adapt, N = 96, SNR = 8 dB, feedback BW = 96

SINR (dB)

— - Simulated; load = 1/2

— Large System; load = 1/2
+ Simulated; load = 2/3

—O— Large System; load = 2/3

I I I
0.7 0.8 0.9
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SINR vs B/N: Group Optimization

SNR

Pan ey
U

4/19/02; Signature Optimization w/ Matched Filter; Ideal Channel; K/N =

0.5;

SINR (dB)

Group; Optimal rank
Group; Full rank
Single; Optimal rank
Single; Full rank
Single; RVQ
Group; RVQ

I

3.5
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Adaptive Least Squares Estimation

e System model:
r(i) = SVPb(i) + n(i)

timeindext =1,2,---
e Linear MMSE receiver: ¢ = R 1sg

— Problem: may not know R = SPST + 21

® |east Squares estimates

— With training:

where R(i) = Y} _; r(j)r!(j
— Without training (blind):
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Convergence: Numerical Example

average

1
50
Train

>m&|voo_mw|vanHW|Hmw K=12, N =24

N O™ g1
INR = k
SINR B(0) = Ftratrent Sk St
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Convergence Problem

e For random S, b, and n, compute F/[S(%)]
e Classical problem; very difficult

® Prior work:

— Reed, Mallet, Brennan (1974): For Gaussian S, 85 (7) /8, ~ 1/2 fori = 2N.

— Asymptotic convergence (large )

— Approximate analyses
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Large System Convergence Analysis

Let (K, N,%) — oo with fixed
K K/N
i i/N

e If S hasi.i.d. elements, then the SINR converges to an asymptotic limit mooﬁmu P).

o °(K,i) — B°(K)asi — oo.

e Can compute mooﬁwu i); independent of particular distribution of S.

e Accurate for moderate values of IV (e.g., > 32).
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Output SINR

e \With training:

B> (K)

EOOANW;.V —

|H+T$T+m8%§v

e Without training: -
200 (T T\ \moo Awm‘v
B (K, i) = 1+ = (14 8=(K))

ei=i/N=1= 3°=0
e With training and large 3°°, 3°° ~ 3 (i — 1) /i
i=2 = (3®° =~ [(%/2
e Without training, SINR is estimation-error limited (Zhang & Wang)
e When 3°° > 1, training is best, and vice versa when 3°° < 1.
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Derivation Outline

Problem reduces to determining the asymptotic eigenvalue distribution of

R(1) = 230 r()ri(4).

. . 1
Without noise, R (i) ~SB(i)PB'(7)S'
(

SV (i)Ap(i)VE(1)S!
Vs(i)Ap(i)V
where B(i) = [b(1) - - - b(7)].

For Gaussian S, Vg(4) is i.i.d, and the diagonal elements of A (%) converge to
the eigenvalue distribution of BPB/'.

“Recursive” application of Silverstein theorem.

Can generalize to include additive noise.
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Asymptotic Eigenvalue Distrib ution of H\,w

e Stieltjes transform satisfies

1+ mgp(2)z
P dFp(P)

1+ Pmg (2) ATTswsrv

1

e Efficient combinatorial method for computing moments

lim s o0 S%&%W:Qﬁ
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Large System Convergence Plots

Asymptotic convergence of blind LS MS filters: SNR=10dB, a=0.5 Asymptotic convergence of LS MS filters w/ training: SNR=10dB, a=0.5
T T T T T

esrsssrevosh o el of e — e — 4 — - e — — —

Asymptotic: D=1
Asymptotic: D=1 Asymptotic: D=2
Asymptotic: D=2 : Asymptotic: D=4
Asymptotic: D=4 ; Asymptotic: D=8
Asymptotic: D=8 : ——  Asymptotic: Full-rank
Asymptotic: Full-rank g Simulated: D=1, N=32
Simulated: D=2, N=32 : : Simulated: D=2, N=32
Simulated: D=4, N=32 ; Simulated: D=4, N=32
Simulated: D=8, N=32 Simulated: D=8, N=32
Simulated: Full-rank, N=32 Simulated: Full-rank, N=32

Output SINR (dB)

\/
[as]
Rk
14
Z
%]
-
5
g
5
o

K =1/2,SNR=10dB
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Extensions

e Data windowing:

: : D :
where the data windowing sequence {w1, - -+ ,w; } — Fy,(+) asi — o0

— Performance evaluation reduces to determining the asymptotic eigenvalue distribution,
or moments, of WV PV, where V isi.i.d.,, and W and P are diagonal.

e Diagonal loading: R(i) = MUW.HH r(y

)r'(§) + 61 where § > 0 is the diagonal
loading factor, and prevents ill-conditioning.

® Reduced-rank least squares filtering

— Constrain filter to lie in lower-dimensional Krylov subspace spanned by
WH Rsy--- HWUIHWL.

— Can reduce complexity, improve convergence.
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Effect of Diagonal Loading and Windo wing

RLS w/ training, u=0.1, SNR =10 dB, a = 1/2

Full-rank RLS w/ training, o = 0.5, SNR = 10 dB, Equal power

(2]

o
32

—— u= 0

— - u=0.001
— §=0.01 :

pu=0.1 — full-rank,
=1 — - full-rank,
H=10 "
. ull-rank,
—+— Rank 8 PoR, u=0 « - full-rank,

Ouput SINR (dB)

o1

)
)
x
4
n
bt
>
g
=]
o]

=
1
-

RN
=S ®

K = 1/2, SNR=10 dB, with training
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Asymptotic Limits: Recap

e CDMA (r = Sb + n):

— Users, Degrees of Freedom (DoF) — o0

® Multi-Carrier-CDMA (r = >_/_, H;S;b; + n):

— Signatures per user, DoF — oo (fix users)

e Signature optimization with limited feedback

— Users, feedback bits, DoF — o0
— Reduced-rank dimension, users, feedback bits, DoF — o0

e Convergence analysis of adaptive Least Squares estimator

— Training interval, users, DoF — 00
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Conclusions

e Can sometimes characterize the performance of finite-size systems in terms of

large system limits.

® Insights:

— Sum spectral efficiency of multi-user MC-CDMA decreases with signatures per
user.

— Performance can be substantially improved with one bit of feedback per DoF.

— Least Squares estimation with training performs better than without training
when the optimal SINR > 1 (and vice versa).

e Asymptotic analysis using random matrix theory is an active area.
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