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1. Consider a random proce&¥t) defined by
X(t) = sin(2m f t)

in which the frequency. is a random variable uniformly distributed over the ran@él’|.
Show thatX (¢) is nonstationary. Hint: Examine specific sample functiohthe random
processX (t) for the frequencyf = W/2, W/4 andW say.

2. Let X andY be statistically independent Gaussian-distributed remgariables each with
zero mean and unit variance. Define the Gaussian process

Z(t) = X cos(2nt) + Y sin(27t)
(a) Determine the joint probability density function of trendom variablesZ(¢;) and
Z(t,) obtained by observing (t) at timest; andt, respectively.
(b) Is the procesg(t) stationary? Why?
3. The square wave(t) of FIGURE 1 of constant amplitudé, periodT;, and delay,, repre-

sents the sample function of a random proc¥$s). The delay is random, described by the
probability density function

— h<«t, <D
frot) =4 T, 2 ='*=7
0 otherwise

(a) Determine the probability density function of the randweariable X (¢;) obtained by
observing the random proce&yt) at timet.

(b) Determine the mean and autocorrelation functioX¢f) using ensemble-averaging
(c) Determine the mean and autocorrelation functio®X¢f) using time-averaging.
(d) Establish whether or not (¢) is stationary. In what sense is it ergodic?

4. Consider two linear filters connected in cascade as in RBQ. Let X (¢) be a stationary
process with autocorrelation functidty (7). The random process appearing at the first filter
output isV/'(¢) and second filter output 8 ().

(a) Find the autocorrelation function &f(¢)
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Figure 1: Square wave far(t)
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Figure 2: Cascade of linear filters

(b) Find the cross-correlation functid®yy (7) of V'(¢) andY'(¢).
5. Arandom telegraph signal (¢), characterized by the autocorrelation function
Ry (1) = exp(—2v|7|)

wherew is a constant, is applied to a low-pass RC filter of FIGURE 3tebeine the power
spectral density and autocorrelation function of the rangwocess at the filter output.

6. A stationary Gaussian proceXst) has zero mean and power spectral denSityf). Deter-
mine the probability density function of a random variabbéaoned by observing the process
X (t) at some timey.

7. A stationary Gaussian proce&¥t) with meany, and variancer% is passed through two
linear filters with impulse responsés(t) andhs(t), yielding processe¥ (t) and Z(t), as
shown in FIGURE 4
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Figure 4: Parallel systems.

(a) Determine the joint probability density function of trendom variabled’(¢,) and

Z(ty).

(b) What conditions are necessary and sufficient to ensatétft;) and Z(¢,) are statis-

tically independent?

8. A stationary Gaussian procedyt) with zero mean and power spectral density(f) is
applied to a linear filter whose impulse respongs is shown in FIGURE 5. A sampl¥ is

taken of the random process at the filter output at time

(a) Determine the mean and variance of Y

(b) What is the probability density function &f?
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Figure 5:Ah(t) for problem 8



