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1. Counting and Sample Space: Consider a binary code with 5 bits (0 or 1) in each code
word. An example of a code word is 01010. In each code word,ia bero with probability
0.8, independent of any other bit.

(a) What is the probability of the code word 001117

SOLUTION: Since the probability of a zero {88, we can express the probability of
the code word 00111 as two occurences of a 0 and three ocasari@a 1. Therefore

P[00111] = (0.8)%(0.2)* = 0.00512

(b) What is the probability that a code word contains exaittige ones?
SOLUTION: The probability that a code word has excatly three 1's is

Plthree 1's] = (3)(0.8)%(0.2)* = 0.0512

2. Simple Probability, Smple Application: A source wishes to transmit radio packets to a re-
ceiver over a radio link. The receiver uses error detectioléntify packets that have been
corrupted by radio noise. When a packet is sent error freesttever sends an acknowledge-
ment(ACK) back to the source. When the receiver gets a padkieterrors, it sends back
a negative-acknowledgement(NACK). Each time the sourceives a NACK, the packet
is re-transmitted. We assume that each packet transmissiadependently corrupted by
errors with probability q.

() Find the PMF ofX, the number of times that a packet is transmitted by the gourc

SOLUTION: The source continues to transmit packets until one is recedorrectly.
Hence the total number of times a packet is transmittel is- =, if the firstz — 1
transmissions were in error. Therefore the PMFEbis

(z—1) .
Pxla) = { 0 otherwise

(b) Suppose each packet takes 1 millisecond to transmittaaidhe source waits an ad-
ditional millisecond to receive the acknowledgement mgs$ACK or NACK) before



transmitting. LetT” equal the time required until the packet is successfullgire.
What is the relationship betwed&hand X ? What is the PMF of?
SOLUTION: The time required to send a packet is 1 millisecond and the taguired
to send an acknowledgement back takes another milliseddng if X transmissions
of a packet are required to send a packet correctly, then golet is correctly received
afterT = 2X — 1 milliseconds. Therefore, for an odd integer 0, T = tiff X = %
Thus, .
t+1 g2 (1—¢q) t=1,3,5,..
Prit) = Px(—— 2 )= { 0 otherwise

3. Joint PMFs: Calls arriving ar a telephone switch are either voice cal)of data calls ).
Each call is a voice call with probability p, independent oy ather call. Observe calls at
a telephone switch until you observe two voice calls. Létequal the number of calls up
to and including the first voice call. Le¥ equal the number of calls observed up to and
including the second voice call. Find the conditional PMPg|y(m|n) and Py (n|m).
Interpret your results.

SOLUTION: The key to solving this problem is to find the joint PMF\éfand N. Note
that N > M. Forn > m, the jointeven{ M = m, N = n} has probability,

PM=m,N=n] = (1 _p)(m—l)p(l _p)(n—m—l)p
— (]_ _p)(n—2)p2

A complete expression for the joint PMFaf and N is

1= m =12, n—Lin=m+1,m+2,..
Parv(m,n) = { 0 otherwise

Forn = 2,3, .., the marginal PMF ofV satisfies,

n—1
p)" P’ = (n = 1)(1 - p)" 2’

m:l

Similarly, form = 1, 2, .., the marginal PMF of\/ satisfies,

Py(m) = Y02 (1 —p)n2)p?
= pPll—p)™V+(1-pm+.]
= (1—p)t™Yp

Not surprisingly, if we view each voice call as a successéuhBulli trial, M/ has a geometric
PMF since itis the number of trials up to and including thetfigccess. Als®/ has a Pascal
PMF since it is the number of trials required to seeuccesses. The conditional PMF’s are
now easy to find

P _ \(n—m-1) _
PNM(n|m):M:{ (1-p) p n=m+1,m+2,..

Py (m) 0 otherwise

The interpretation of the conditional PMF of givenM is that givenM = m,N = m+ N’,
where N’ has geometric PMF with meal/p. The conditional PMF of\/ given N is,

1
P = —
Py (m|n) = Puy(mn) _ { m=12.,n-1

n—1
Py(n) 0 otherwise
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Given that callV = n was the second voice call, the first voice call is equallylyike occur
in any of the previous — 1 calls.

4. Gaussians. W is a Gaussian random variable with expected value- 0 and variance
o? = 16. Given the event’ = {IWW > 0},

(@) What is the conditional PDFy |c(w)?

SOLUTION: )
fw(w) = exp (—w?/32)
327

SincelV has expected valye = 0, fi(w) is symmetric abouty = 0. HenceP|[C| =
P[W > 0] = 0.5.

fw(w) 2 2

eC —w*/32 >0
fwiew) =4 Pic] " = \/327r6xp( w/32) w
0 otherwise 0 otherwise

(b) What is the conditional expected valugE[C]?
SOLUTION: The conditional expected valuelof givenC' is

o0 2 o
EW|C] = /_OO w fwc(w) dw = 4\/§/0 werp(—w?/32) dw
Making substitution = w?/32, we obtain
32 o 32
EW|C] = —v) dv =
WiC]= === i ep(—v) dv = —m

(c) Find the conditional variance, V& |C].
SOLUTION:

EW?|CY :/

— 00

oo

wsz|C(w) dw =2 /000 w? fy (w) dw

We observe that? fi-(w) is an even function. Hence

o

E[W?|C] = 2/000 W fuy (w) duw = / W fuy (w) dw = E[W?] = 16

Lastly conditional variance ofl” givenC'is

Var[W|C] = E[W?|C] — (E[W|C])® = 16 — ?;—2 5381

5. Functions of random variables:

(@) Find the PDFfy (y) for the random variablé”, whereY = X3 and X is a uniform
random variable in the range (0,1).
SOLUTION: This transformation is a one-to-one mapping wherd&”if= y then
correspondingX = y'/3. CDF of random variable Y can be written as,
1/3

Fy(y) = ProblY <y| = ProblX < y(l/?’)] = FX(yl/?’) = / ldx = yl/3
=0

(o) = S IF )] = g0



(b) Let X andY be independent random variables with (z) = exp(—z)u(z), and
fr(y) = su(y+1) —u(y —1)] and letZ = X + Y, whereu() denotes unit step
function. What is the PDF of random varial##® HINT:Use convolution!
SOLUTION: SinceZ is the sum of 2 independent random variables, the PDE of
can be obtained by convolving PDF’'s &fandY'.

fa(2) = / Fx(z— o) fr(y) dy

fx(z —y) = exp —(z — y)u(z — y) For different regions of values we get different
integrals as follows

z < —1,
fz(2) =0
-1<z<1
fa(2) =1 / exp [~ (z — )] dy = 21 — exp [—(z + 1)]
z>1



